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Trademark Information

®= The names and logos of Apache products mentioned in Cloudera training
courses, including those listed below, are trademarks of the Apache Software

Foundation
Apache Accumulo Apache Lucene
Apache Avro Apache Mahout
Apache Bigtop Apache Oozie
Apache Crunch Apache Parquet
Apache Flume Apache Pig
Apache Hadoop Apache Sentry
Apache HBase Apache Solr
Apache HCatalog Apache Spark
Apache Hive Apache Sqoop
Apache Impala Apache Tika
Apache Kafka Apache Whirr
Apache Kudu Apache ZooKeeper

= All other product names, logos, and brands cited herein are the property of
their respective owners
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Course Objectives (1)

During this course, you will learn

The functions of the core technologies of Hadoop

How Cloudera Manager simplifies Hadoop installation and administration
How to deploy a Hadoop cluster using Cloudera Manager

How to run YARN applications, including MapReduce and Spark

How to populate HDFS from external sources using Sqoop and Flume

How to plan your Hadoop cluster hardware and software

cloudera
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Course Objectives (2)

= What issues to consider when installing Hive and Impala

®" What issues to consider when deploying Hadoop clients

= How to configure HDFS for high availability

= What issues to consider when implementing Hadoop security
= How to configure resource scheduling on the cluster

®" How to maintain your cluster

= How to monitor, troubleshoot, and optimize the cluster
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About Cloudera

cloudera

= The leader in Apache Hadoop-based software and services

®= Founded by Hadoop experts from Facebook, Yahoo, Google, and Oracle
= Provides support, consulting, training, and certification for Hadoop users
= Staff includes committers to virtually all Hadoop projects

= Many authors of authoritative books on Apache Hadoop projects

cloudera ore



CDH

CDH (Cloudera’s Distribution including Apache Hadoop)

= 100% open source, PROCESS, ANALYZE, SERVE
enterprise-ready
distribution of BATCH STREAM SQL SEARCH
Hadoop and related e spark mpala sor
projects

UNIFIED SERVICES

u The most Complete, RESOURCE MANAGEMENT SECURITY
tested, and YARN Sentry, RecordService

widely deployed

RELATIONAL NoSQL OTHER
distribution of FILESYSTEM
Hadoop HDFS Kudu HBase Object Store

STORE
= Integrates all

the key Hadoop REAL-TIME
ecosystem projects Kafka, Flume

INTEGRATE

= Available as RPMs
and Ubuntu, Debian, or SuSE packages, or as a tarball
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Cloudera Express

= Cloudera Express
— Completely free to
download and use

= The best way to get started
with Hadoop

® Includes CDH

" Includes Cloudera Manager

— End-to-end administration
for Hadoop

— Deploy, manage, and
monitor your cluster

cloudera
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Cloudera Enterprise (1)

OPERATIONS

cloudera

Cloudera Manager
Cloudera Director

PROCESS, ANALYZE, SERVE

BATCH STREAM SQL SEARCH

Spark, Hive, Pig, Spark Impala Solr
MapReduce

UNIFIED SERVICES

RESOURCE MANAGEMENT SECURITY
YARN Sentry, RecordService DATA MANAGEMENT

Cloudera Navigator

Encrypt and KeyTrustee
Optimizer

FILESYSTEM RELATIONAL NoSQL OTHER
HDFS Kudu HBase Object Store

STORE

REAL-TIME

Kafka, Flume

INTEGRATE
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Cloudera Enterprise (2)

= Subscription product including CDH and Cloudera
Manager

" Provides advanced features, such as

APACHE

— Operational and utilization reporting HADOOE
— Configuration history and rollbacks
— Rolling updates and service restarts
— External authentication (LDAP/SAML)

— Automated backup and disaster recovery

= Specific editions offer additional capabilities, such as
— Governance and data management (Cloudera Navigator)
— Active data optimization (Cloudera Navigator Optimizer)
— Comprehensive encryption (Cloudera Navigator Encrypt)

— Key management (Cloudera Navigator Key Trustee)

cloudera o



Cloudera University

= The leader in Apache Hadoop-based training
" We offer a variety of courses, both instructor-led (in physical or virtual
classrooms) and self-paced OnDemand, including:
— Developer Training for Apache Spark and Hadoop
— Cloudera Administrator Training for Apache Hadoop
— Cloudera Data Analyst Training
— Cloudera Search Training
— Cloudera Data Scientist Training

— Cloudera Training for Apache HBase

= We also offer private courses:
— Can be delivered on-site, virtually, or online OnDemand

— Can be tailored to suit customer needs

cloudera o



Cloudera University OnDemand

®  Our OnDemand platform includes

A full catalog of courses, with free updates
Free courses such as Essentials and Cloudera Director
Online-only modules such as Cloudera Director and Cloudera Navigator

Searchable content within and across courses

®  Courses include:

— Video lectures and demonstrations with searchable transcripts

Hands-on exercises through a browser-based virtual cluster environment

Discussion forums monitored by Cloudera course instructors

= Purchase access to a library of courses or individual courses

= See the Cloudera OnDemand information page for more details or to make a
purchase, or go directly to the OnDemand Course Catalog

cloudera
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http://tiny.cloudera.com/ondemandinfo
http://tiny.cloudera.com/ondemandcatalog

Accessing Cloudera OnDemand
Home Discussion  Progress

" Cloudera OnDemand
Search course content... Q Introduction to Apache Hadoop and the Hadoop Ecosystem > Apache Hadoop Overview > Apache Hadoop Cverview
0
subscribers can access >
Introduction to Apache

their courses online - Hatoopsdtnace
through a web browser

Start of transcript. Skip to the end.

Data Storage and Ingest

Data Processin,
g Common Hadoop Use Cases

Data Analysis and Exploration

- Extract, Transform, and Load (ETL} = Data storage

Other Ecosystem Tools * Data analysis = Collaborative filtering

= Text mining - Prediction models

Intro to the Hands-On Exercises

« Index building - Sentiment analysis

Hands-On Exercise: Accessing the * Graph creation and analysis = Risk assessment

Exercise Environment = Pattern recognition Let's start this overview by answering

Hands-On Exercise: General Notes the question: What is Apache Hadoop?
“ What do these workloads have in common? Nature of the data...
~Volume
~velacity
~Variety

Hadoop is an open source system for
arge-scale distributed data storage,
processing, and analysis.

Hands-On Exercise: Query Hadoop
Data with Apache Impala

Test Your Learning
Quiz(#

It harnesses the power of relatively
inexpensive servers—up to hundreds or

Ask questions, read
forums, and receive
course announcements

CIOUGIEEE ciamean s e s s s s s o s 35

-

Apache Hadoop File Storage

Download course videos
and watch offline

Data Processing on an
Apache Hadoop Cluster

-

" Cloudera OnDemand is also available through an S
iOS app

— Search for “Cloudera OnDemand” in the iOS
App Store

Intraduction to Apache Kudu

Last Accessed
Understanding Kudu Table Storage

APACHE

i,

Introduction to Apache Kudu
Gouders Kok

What is Kudu?

Why Do We Need Kudu?

Courseware

Kudu Use Cases

Strengths of Kudu

Discussion

— iPad users: change your Store search settings
to “iPhone only”

Kudu Platform Information

Handouts

Bibliography

Test Your Leaming
v

Announcements
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Cloudera Certification

= The leader in Apache Hadoop-based certification

= All Cloudera professional certifications are hands-on, performance-based
exams requiring you to complete a set of real-world tasks on a working multi-
node CDH cluster

= We offer two levels of certifications
— Cloudera Certified Professional (CCP)

— The industry’s most demanding performance-based certification, CCP
Data Engineer evaluates and recognizes your mastery of the technical
skills most sought after by employers

— CCP Data Engineer
— Cloudera Certified Associate (CCA)

— To achieve CCA certification, you complete a set of core tasks on a
working CDH cluster instead of guessing at multiple-choice questions

— CCA Spark and Hadoop Developer
— CCA Data Analyst
— CCA Administrator

cloudera oL
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Logistics

= (Class start and finish time
" Lunch

= Breaks

" Restrooms

= Wi-Fi access

® Virtual machines

Your instructor will give you details on how
to access the course materials for the class

cloudera oras
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Introductions

= About your instructor

= About you
— How much Hadoop experience do you have?
— Do you have experience as a system administrator?
—  What platform(s) do you use?

— What do you expect to gain from this course?

cloudera o
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The Case for Apache Hadoop

In this chapter, you will learn:
= Why Hadoop is needed
=  What problems Hadoop solves

= What comprises Hadoop and the Hadoop ecosystem

cloudera e
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The Data Deluge (1)

= We are generating more data than ever
— Financial transactions
— Sensor networks
— Internet of things
— Server logs
— Analytics
— Email and text messages

— Social media

cloudera 02



The Data Deluge (2)

= And we are generating data faster than ever, for example, every day
— Over 3.48 billion shares are traded on the New York Stock Exchange

— Metamarkets processes over 100 billion events per day, representing
hundreds of TB of data

— Google Translate translates over 140 billion words

— 1 petabyte of video is uploaded to YouTube

= And every minute
— Amazon makes $203,596 in sales
— Google fields 2.4 million searches

— 347,222 new tweets are posted on Twitter

= And every second
— Bloomberg’s PriceHistory receives over 500,000 hits

— When running, the large Hadron Collider produces 572 terabytes of data per
second

cloudera vz



Data is Value

= This data has many valuable applications
— Marketing analysis
— Product recommendations
— Demand forecasting
— Fraud detection

— And many, many more...

=  We must process it to extract that value

02-7
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Data Processing Scalability

= How can we process all that information?

= There are actually two problems
— Large-scale data storage

— Large-scale data analysis

= Although we can process data more quickly, accessing it is slow

— This is true for both reads and writes

= For example, reading a single 3TB disk takes almost four hours
— We cannot process the data until we have read it

— We are limited by the speed of a single disk

02-8
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Monolithic Computing

= Traditionally, computation has been processor-bound

— Intense processing on small amounts of data

= For decades, the goal was a bigger, more powerful machine

— Faster processor, more RAM

= This approach has limitations
— High cost
— Limited scalability

“In pioneer days they used oxen for heavy
pulling, and when one ox couldn’t budge a

log, we didn’t try to grow a larger ox. We

shouldn’t be trying for bigger computers,

but for more systems of computers.”
—Grace Hopper

cloudera® Copyright © 2010-2018 Cloudera. All rights reserved. Not to be reproduced or shared without prior written consent from Cloudera. 02-9



Complexity of Distributed Computing

= Distributed systems pay for scalability by adding complexity

® Much of this complexity involves
— Availability
— Data consistency
— Event synchronization
— Bandwidth limitations
— Partial failure

— Cascading failures

= These are often more difficult than the original problem

— Error handling often accounts for the majority of the code

02-10
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System Requirements: Failure Handling

® Failure is inevitable

—  We should strive to handle it well

" An ideal solution should have (at least) these properties

Automatic Job can still complete without manual intervention

Transparent Tasks assigned to a failed component are picked up by others
Graceful Failure results only in a proportional loss of load capacity
Recoverable That capacity is reclaimed when the component is later replaced
Consistent Failure does not produce corruption or invalid results

cloudera oz



More System Requirements

= Linear horizontal scalability
— Adding new nodes should add proportional load capacity
— Avoid contention by using a “shared nothing” architecture

— Must be able to expand cluster at a reasonable cost

= Jobs run in relative isolation
— Results must be independent of other jobs running concurrently

— Although performance can be affected by other jobs

= Simple programming model
— Should support a widely-used language

— The API must be relatively easy to learn

= Hadoop addresses these requirements

02-12
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Hadoop: A Radical Solution

= Traditional distributed computing frequently involves
— Complex programming requiring explicit synchronization
— Expensive, specialized fault-tolerant hardware

— High-performance storage systems with built-in redundancy

= Hadoop takes a radically different approach
— Inspired by Google’s GFS and MapReduce architecture

— This new approach addresses the problems described earlier

cloudera oz



Hadoop Scalability

= Hadoop aims for linear horizontal scalability
— Cross-communication among nodes is minimal

— Just add nodes to increase cluster capacity and performance

= Clusters are built from industry-standard hardware
— Widely-available and relatively inexpensive servers

— You can “scale out” later when the need arises

®  Clusters can run in the cloud
— Provides flexibility to move quickly and be responsive to needs

— Clusters are portable and can be transient or persistent

02-15
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Solution: Data Access

= Store and process data on the same machines

— This is why adding nodes increases capacity and performance

= Optimization: Use intelligent job scheduling (data locality)
— Hadoop tries to process data on the same machine that stores it
— This improves performance and conserves bandwidth

—  “Bring the computation to the data”

02-16
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Solution: Disk Performance

= Use multiple disks in parallel
— The transfer rate of one disk might be 210 megabytes/second
— Almost four hours to read 3TB of data
— 1000 such disks in parallel can transfer 210 gigabytes/second
— Less than 15 seconds to read 3TB of data

= Colocated storage and processing makes this solution feasible
— 100-node cluster with 10 disks per node = 1000 disks

02-17
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Solution: Complex Processing Code

= Use a popular language and a high-level API
— MapReduce code is typically written in Java (like Hadoop itself)

— Itis possible to write MapReduce in nearly any language

= The MapReduce programming model simplifies processing
— Deal with one record (key-value pair) at a time
— Complex details are abstracted away
— Nofile I/0
— No networking code

— No synchronization

02-18
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Solution: Fault Tolerance

= Realize that failure is inevitable
— And instead try to minimize the effect of failure

— Hadoop satisfies all the requirements we discussed earlier

= Machine failure is a regular occurrence

— A server might have a mean time between failures (MTBF) of 5 years
(~1825 days)

— Equates to about one failure per day in a 2,000 node cluster

02-19
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Core Hadoop Components

= Hadoop is a system for large-scale data processing

= Core Hadoop allows you to store and process unlimited amounts of data of
any type, all within a single platform

= Core Hadoop provides
— HDFS for data storage
— MapReduce for data processing

— YARN framework for application scheduling and resource management

=  Plus the infrastructure needed to make them work, including
— Filesystem utilities
— Application scheduling and monitoring
— Web Ul

cloudera oz



The Hadoop Ecosystem

= Many related tools integrate with Hadoop

Data processing: Spark

Data analysis: Hive, Pig, and Impala

Data discovery: Solr (Cloudera Search)
Machine learning: MLIib, Mahout, and others
Data ingestion: Sqoop, Flume, Kafka
Coordination: ZooKeeper

User experience: Hue

Workflow management: Oozie

Cluster management: Cloudera Manager, Cloudera Director

" These are not considered “core Hadoop”

cloudera

Rather, they are part of the “Hadoop ecosystem”
Many are also open source Apache projects

We will learn about several of these later in the course
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Essential Points

= We are generating more data—and faster—than ever before

= We can store and process the data, but there are problems using existing
techniques
— Accessing the data from disk is a bottleneck
— Indistributed systems, getting data to the processors is a bottleneck

= Hadoop eliminates the bottlenecks by storing and processing data on the
same machine

cloudera vz
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Hands-On Exercise: Configuring Networking

= In this exercise, you will configure network connectivity for your environment

=  Please refer to the Hands-On Exercise Manual

Amazon EC2 Virtual Machines
Tiger

SIAA
S

-
-
-

Elephant
Ep

-

Get2EC2
Virtual Machine

— Note: Each virtual machine in the environment is assigned an animal name
for convenience
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Hadoop Cluster Installation

In this chapter, you will learn:

= The rationale for, and benefits of, a cluster management solution
= Cloudera Manager features, options, and requirements

= How to install Cloudera Manager

= CDH cluster installation options

= How to install Hadoop

cloudera 0e
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Hadoop Cluster Overview

= Hadoop daemons run locally machines within a cluster

" The Hadoop Distributed File System (HDFS) distributes data amongst the
nodes that have a datanode daemon running

= Computational frameworks such as MapReduce, Spark, and Impala bring the
computing to the data

= To realize the benefits of Hadoop you must deploy Hadoop daemons across a
number of machines within a cluster

— Many organizations maintain multiple clusters, each with hundreds or
thousands of nodes

03-5
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Rationale for a Hadoop Cluster Management Application

= Apache Hadoop is a large, complex system

— Installing, configuring, monitoring, managing, upgrading, and
troubleshooting a distributed Apache Hadoop cluster (or multiple clusters) is
non-trivial

= A manual management approach is error-prone and does not scale or offer
the benefits of a fully developed management application

= A management tool is essential for any cluster of reasonable size

= Cloudera Manager is the preeminent Hadoop management tool
— Free to download
— Freeto use

— No commitment to Cloudera

cloudera oee
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What Is Cloudera Manager?

= An application desighed to meet Hadoop enterprise-level users’ needs

cloudera
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Cloudera Manager Features

= Automated deployment
— Automatically install and configure Hadoop services on hosts
— Cloudera Manager sets recommended default parameters

— Easy to stop and start services on master and worker nodes

" Manage a wide range of Hadoop and Hadoop “ecosystem” services

— Including HDFS, YARN, MapReduce, Spark, Hive, Pig, Impala, Kudu, Flume,
Oozie, Sqoop, ZooKeeper, Hue, HBase, Cloudera Search, and more

= Diagnose and resolve issues more quickly

— Daemon logging is aggregated and searchable across the cluster
= Manage user and group access to the cluster(s)

= Monitor cluster health and performance, track events

— Real-time monitoring, charts, custom reporting, email alerts

cloudera e



Cloudera Manager—Two Editions

= Cloudera Express
— Free download
— Manage a cluster of any size
— Easy upgrade to Cloudera Enterprise

— A 60-day Enterprise trial is free

= Cloudera Enterprise

— Includes support

— Includes extra features and functionality for Enterprise Data Hubs
— Rolling upgrades
— SNMP support
— LDAP authentication for Cloudera Manager
— Configuration history and rollbacks
— Operational reports

— Automated disaster recovery

03-10
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Basic Topology of Cloudera Manager

|CM Admin UII

CM API
Cloudera Manager
Server CDH Software ]
- Repository
(—E— (——) (———)
CM Agent CM Agent CM Agent
Managed Managed Managed
Hadoop Hadoop Hadoop
Daemons Daemons Daemons
Node in Node in Node in
Cluster Cluster Cluster
g N N /
Hadoop Cluster

cloudera

Cloudera Manager Server

— Installed outside the cluster
on dedicated hardware

— Runs service monitor and
activity monitor daemons

— Stores cluster configuration
information in a database

— Sends configuration
information and commands to
the agents over HTTP(S)

Cloudera Manager Agents

— Receive updated
configurations from server

— Start and stop Hadoop
daemons, collect statistics

— Heartbeat status to the server

03-11
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Cloudera Manager Deployment—An Overview

= |Install and configure the database, install the Oracle JDK
— Database should be external for Production deployments

— Embedded PostgreSQL is OK for “proof of concept” work

= Ensure access to the Cloudera software repositories
— For Cloudera Manager
— For CDH

= |Install Cloudera Manager and agents

= |Install the CDH Parcel services or RPMs for the functionality required on each
host in the cluster
— HDFS

— YARN (Including MR2)

cloudera e



Deploying on Multiple Machines

=  When commissioning multiple machines, use an automated operating system
deployment tool

— Red Hat’s Kickstart
— Debian Fully Automatic Installation

— Dell Crowbar

" You might optionally use a tool to manage the underlying operating system
— Puppet
— Chef

= Use Cloudera Manager to install Hadoop and manage the Hadoop cluster
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Cloudera Manager 5 Requirements (1)

= Supported 64-bit Operating Systems, recent versions of
— Red Hat Enterprise Linux/Centos
— Oracle Enterprise Linux
— SUSE Linux Enterprise Server
— Debian
— Ubuntu

= The latest versions of these browsers are supported
— Google Chrome
— Safari
— Firefox

— Internet Explorer
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Cloudera Manager 5 Requirements (2)

= Supported JDKs
— Cloudera only supports JDKs provided by Oracle
— Certain versions of CDH 5 are compatible with both JDK7 and JDK 8
— Cloudera does not support mixed environments, all nodes must run the
same major JDK version
= Supported databases
— MySQL5.1,5.5,5.6and 5.7 (CDH 5.10 - 5.12 only)
— Oracle 11g R2 and 12c R1 (CDH 5.6 - 5.12)
— PostgreSQL 8.4, 9.2, and 9.3

" Supported Cloudera Distribution of Hadoop (CDH)
— CDH 5.0 or later

— CDH 4.0 or later (now end-of-life, and therefore deprecated)

® Seehttp://tiny.cloudera.com/supported-versions for version
specific details
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Installing Cloudera Manager

= Cloudera Manager installation options
— Package distribution (recommended)

— Package repository available at
http://archive.cloudera.com/cm5/

— Install using yum, zypper, or apt-get
— Binary distribution

— Download binary from http://www.cloudera.com/downloads

— Run the installer from the command line

= After installation, complete subsequent configuration through the Web Ul
— Accessviahttp://<manager_host>:7180

" Documentation

— For detailed information about installing Cloudera Manager, refer to
http://www.cloudera.com/documentation.html

03-17
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Cloudera Manager Deployment Options

® Conventional mode

— Cloudera Manager Agent runs as the root OS user

= Single user mode
— Available beginning with Cloudera Manager 5.3 and CDH 5.2

— Cloudera Manager Agent, and all processes run by services managed by
Cloudera Manager, are started as a single configured user and group

— Default user: cloudera-scm
— Prioritizes isolation between Hadoop and the rest of the system
— De-prioritizes isolation between Hadoop process running on the system

— Limitations and manual configurations apply—see
http://tiny.cloudera.com/sum for details

= The choice made applies to all clusters managed by the Cloudera Manager
deployment
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Cloudera Manager Log Locations
= On the machine where Cloudera Manager Server is installed
- /[Jvar/log/cloudera-scm-server/cloudera-scm-server. log

= On all machines in the cluster
- [Jvar/log/cloudera-scm-agent/cloudera-scm-agent. log
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Hands-On Exercise: Installing Cloudera Manager Server

= In this exercise, you will configure MySQL, install Cloudera Manager Server,
start Cloudera Manager Server, and review the logs

= Please refer to the Hands-On Exercise Manual for instructions

= Resources installed or available after exercise completion:

lCM Admin UI\

n e

CM Mgmt
Service

Database

Server CDH Software
Repository

Cloudera Manager ]
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Cluster Installation Overview

= |Install Cloudera Manager Server

= Specify the version of Cloudera Manager Server
— Login to the Cloudera Manager Web Ul
— Choose a version of Cloudera Manager
— Cloudera Express
— Cloudera Enterprise (Data Hub Edition Trial)

— Cloudera Enterprise

= Create a CDH cluster
— Using the Cloudera Manager Web Ul wizard
— Specify hosts to include in the cluster
— Select a CDH repository
— Install the Cloudera Manager agent to each host

— Install select CDH services to select hosts
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Basic Hadoop Cluster Installation:
HDFS and YARN (MR2 Included)

= YARN: Resource Manager, Job History Server, and many NodeManagers

" HDFS: Name Node(s) and many DataNodes

NodeManager DataNode | ¢

Resource [ "NodeM
Manager [§ odeManager DataNode .
\
(NodeManager DataNode .
Job :
History L
Server
f
NodeManager DataNode i
N
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CDH Installation Options

®= Cloudera Manager deployment

— Installation Path A
— Automated installation by Cloudera Manager
— For Proof of Concept (PoC) installations only

— Installation Path B
— Manual installation using Cloudera Manager packages or parcels
— This is the recommended path

— Installation Path C

— Manual installation using Cloudera Manager tarballs

= Unmanaged deployment
— Entirely manual installation, configuration, operations

— Difficult to manage with even a small cluster
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CDH Software Distribution: Packages or Parcels

" Cloudera Manager will install the selected Hadoop services on cluster nodes
for you

= |Installation is via packages or parcels

= Packages

— RPM packages (Red Hat, CentOS), Ubuntu packages, and so on

Automatically create needed users/groups, init scripts

" Parcels (recommended)

— Cloudera Manager-specific. All the benefits of packages, plus:

Allows easy upgrading with minimal down-time

Allows easy rolling upgrades (Cloudera Enterprise)

— Installation of CDH without sudo—installation handled by the Cloudera
Manager Agent
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No Internet Access Required for Cluster Nodes

= Often, cluster nodes do not have Internet access
— For security or other reasons

" Cloudera Manager can install CDH on cluster nodes using a local CDH
repository
— Mirror the CDH package or Parcel repository on a local machine

— Configure Cloudera Manager to use the local repository during installation
and upgrade
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Distribute the Daemons

= Cloudera Manager CDH installation wizard will suggest specific Hadoop
daemons be installed to specific cluster nodes

— Based on available resources

— Itis easy to override suggestions

" Not all daemons run on each machine
— NameNode, ResourceManager, JobHistoryServer (“master” daemons)
— One per cluster, unless running in an HA configuration
— Secondary NameNode
— One per cluster in a non-HA environment
— DataNodes, NodeManagers
— On each data node in the cluster

— Exception: for small clusters (less than 10 - 20 nodes), it is acceptable for
more than one of the master daemons to run on the same physical node
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Starting the Hadoop Daemons

= Always manage Hadoop daemon start/stop/restart from the Admin Console

ClOUdera Clusters ¥ Hosts ¥ Diagnostics * Audits Charts ¥ Backup ¥ Administration ~ s 3 “ Support *  admin ~

t|ger Actions ~ Today, 5:30 PM PST

Status Configuration Processes Resources Components Commands Charts Library Audits Quick Links ~

Service Instance Name Links Process Status PID Uptime  Full log file Stderr Stdout

B HDoFs DataMode hdfs-DATANODE DataMode Web Ul 2 /' Running 3043 2.1d Full log file & Stder 2 Stdout @
@ HDF3 Failover Controller  hdfs-FAILOVERCONTROLLER v Running 2969 2.1d Full log file & Stder 2 Stdout &2
B HOoFS JournalNode hdfs-JOURNALNODE JournalNode Web Ul / Running 3149 2.1d Full log file & Stderr 2 Stdout &
B HDoFs NameMode hdfs-NAMENODE MNameNode Web Ul 2 +/ Running 3224 2.1d Full log file & Stder 2 Stdout @
B YARN (MRA2 Included)  NodeManager yarn-NODEMANAGER NodeManager Web Ul v Running 19794  1.1h Full log file & Stderr 2 Stdout &2
B YARN (MR2 Included)  ResourceManager  yarn-RESOURCEMANAGER ResourceManager Web Ul +/ Running 19699 1.1h Full log file & Stderr 2 Stdout &
‘_l_ ZooKeeper Server zookeeper-server +/ Running 3122 2.1d Full log file & Stder 2 Stdout &2

= |In Cloudera Manager managed clusters, the CDH services are not registered at
the OS level with init scripts (for example, $ chkconf1ig will not show them)

— The daemons run as java processes managed by the Cloudera Manager
agents
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Essential Points

= A cluster management solution is essential for production-size clusters
— Cloudera Manager is the preeminent cluster management application
— The Cloudera Express version is free to download and use with no limit on
the number of managed hosts
= There are many CDH installation options available

— An external database, and the use of parcels, are recommended

= Plan to distribute Hadoop daemons across the cluster

— Deploy each master daemon on its own node
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Hands-On Exercise: Installing a Hadoop Cluster

= In this exercise, you will create a Hadoop cluster with four nodes
= Please refer to the Hands-On Exercise Manual for instructions

= Cluster deployment after exercise completion:

- . N
b | 3 i i BRAUYN
‘ J_ - " II

elephant horse monkey tiger lion
HDFS NameNode v
HDFS SecondaryNameNode v
HDFS DataNode v v v v
HDFS Balancer v
YARN (MR2 Included) NodeManager v v v v
YARN (MR2 Included) ResourceManager v
YARN (MR2 Included) JobHistory Server v
Cloudera Manager Server v
Cloudera Manager Server Database v
Cloudera Management Services v
Cloudera Manager Agent v v v v v
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HDFS

In this chapter, you will learn:

What features HDFS provides

How HDFS reads and writes files
How the NameNode uses memory
How Hadoop provides file security
How to use the NameNode Web Ul

How to use the Hadoop File Shell

cloudera
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HDFS: The Hadoop Distributed File System

= HDFS is an application, written in Java, that simulates a filesystem
" Based on Google’s GFS (Google File System)

= Sits on top of a native filesystem

— Such as ext3, ext4, or xfs

= Provides redundant storage for massive amounts of data

— Using industry-standard hardware

= At load time, data is distributed across all nodes

— Provides for efficient processing

-

HDFS

Native OS filesystem

Disk Storage

\J

04-5

cloudera



HDFS Features

= High performance
" Fault tolerance

= Relatively simple centralized management

— Master-worker architecture

= Security

— Two levels from which to choose

= Optimized for distributed processing

— Data locality

= Scalability

04-6

cloudera



HDFS Design Assumptions

= Components will fail

" “Modest” number of large files
— Millions of large files, not hundreds of millions of small files
— Eachfileis likely to be 128MB or larger
— Multi-gigabyte files typical

" Files are write-once

— Data can be appended to a file, but the file’s existing contents cannot be
changed

" Large streaming reads

— Favor high sustained throughput over low latency
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HDFS Blocks

®= When afile is added to HDFS, it is split into blocks
— Similar concept to native filesystems, but much larger block size

— Default block size is 128MB (configurable)

Very
Large

Data File

cloudera
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"'li-lu:kil ’
o1 g
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Block 2
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HDFS Replication

= Blocks are replicated to nodes throughout the cluster

= Replication increases reliability and performance

031512.1og

cloudera

p

Based on the replication factor (default is three)

Performance: more opportunities for data locality

Reliability: data can tolerate loss of all but one replica

.
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HDFS Without High Availability

" You can deploy HDFS with or without high availability

=  Without high availability, there are three daemons
— NameNode (master)
— Secondary NameNode (master)

— DataNode (worker)

Secondary
NameNode

NameNode

| DataNode | ‘ DataNode | ‘ DataNode | ‘ DataNode |

cloudera@ Copyright © 2010-2018 Cloudera. All rights reserved. Not to be reproduced or shared without prior written consent from Cloudera. 04-10



The HDFS NameNode

= The NameNode holds all metadata in RAM
— Information about file locations in HDFS
— Information about file ownership and permissions
— Names of the individual blocks

— Locations of the blocks

= Metadata is stored on disk and read when the NameNode daemon starts up
— Filename is fsimage

— Note: block locations are not stored in fsimage

= Changes to the metadata are stored in RAM
— Changes are also written to an edits log

— Full details later
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The Worker Nodes

= Actual contents of the files are stored as blocks on the worker nodes

= Each worker node runs a DataNode daemon
— Controls access to the blocks

— Communicates with the NameNode

= Blocks are simply files on the worker nodes’ underlying filesystem
— Named blk_xxxxxxx

— Nothing on the worker node provides information about what underlying file
the block is a part of

— That information is only stored in the NameNode’s metadata

= Each block is stored on multiple different nodes for redundancy

— Default is three replicas
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The HDFS Secondary NameNode: Caution!

= The Secondary NameNode is not a failover NameNode!
— It performs memory-intensive administrative functions for the NameNode

— NameNode keeps information about files and blocks (the metadata) in
memory

— NameNode writes metadata changes to an ed-i t log

— SecondaryNameNode periodically combines a prior snapshot of the file
system metadata and edit log into a new snapshot

— New snapshot is transmitted back to the NameNode

= The SecondaryNameNode daemon should run on a separate machine in a
large installation

— It requires as much RAM as the NameNode

= The Secondary NameNode only exists when high availability is not configured

04-13
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File System Metadata Snapshot and Edit Log

= The fsimage file contains a file system metadata snapshot

— Itis not updated at every write

= HDFS write operations are recorded in the NameNode’s edit log
— The NameNode’s in-memory representation of the file system metadata is
also updated
= Applying all changes in the ed1 ts file(s) during a NameNode restart could
take a long time

— The files could also grow to be huge
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Checkpointing the File System Metadata

= The SecondaryNameNode daemon periodically constructs a checkpoint using
this process:

1. Compacts information in the edits log
2. Merges it with the most recent fsimage file

3. Clears the edits log

= Benefit: faster NameNode restarts

— The NameNode can use the latest checkpoint and apply the contents of the
smaller edits log

fsimage

checkpointing
edit log |

new fsimage
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Single Point of Failure

= In this mode of operation, each Hadoop cluster has a single NameNode
— The Secondary NameNode is not a failover NameNode

" The NameNode is a single point of failure (SPOF)

= |In practice, this is not a major issue
— HDFS will be unavailable until NameNode is replaced

— There is very little risk of data loss for a properly managed system

= Recovering from a failed NameNode is relatively easy

— We will discuss this process in detail later

04-16
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HDFS With High Availability

= Deploy HDFS with high availability to eliminate the NameNode SPOF

= Two NameNodes: one active and one standby
— Standby NameNode takes over when active NameNode fails

— Standby NameNode also does checkpointing (Secondary NameNode no
longer needed)

DataNode DataNode

NameNode

(Active)

DataNode DataNode

NameNode
1
DataNode [Siandby) DataNode

1]

1]
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HDFS Read Caching

= Applications can instruct HDFS to cache blocks of a file
— Blocks are stored on the DataNode in off-heap RAM
— Can result in significant performance gains for subsequent reads

— Most useful for applications where the same file will be read multiple times

= |tis possible for a user to cache files manually
— Impalais caching aware

— Tables can be cached from within the Impala shell, or set to be cached
when they are created

— Caching-aware applications will attempt to read a block from the node on
which it is cached

= HDFS caching provides benefits over standard OS-level caching

— Avoids memory-to-memory copying
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Configuring HDFS Read Caching

= Cloudera Manager enables HDFS Read Caching by default

=  Amount of RAM per DataNode to use for caching is controlled by
dfs.datanode.max.locked.memory
— Can be configured per role group
— Default is 4GB

— Set to 0 to disable caching
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Anatomy of a File Write (1)

Distributed :
. FileSystem NameNode
-h."'"*::::::: FSData namenode
' QutputStream
client JVYM 5

A

client node

4: write packet 5. ack packet

v

Pipeline of DataNode [ DataNode | DataNode
datanodes

datanode datanode datanode
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Anatomy of a File Write (2)

1. Client connects to the NameNode

2. NameNode places an entry for the file in its metadata, returns the block name
and list of DataNodes to the client

3. Client connects to the first DataNode and starts sending data

4. As data is received by the first DataNode, it connects to the second and starts
sending data

5. Second DataNode similarly connects to the third
6. Acknowledgement (ACK) packets from the pipeline are sent back to the client

7. Client reports to the NameNode when the block is written
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Anatomy of a File Write (3)

= |f a DataNode in the pipeline fails
— The pipeline is closed
— A new pipeline is opened with the two good nodes
— The data continues to be written to the two good nodes in the pipeline
— The NameNode will realize that the block is under-replicated, and will re-
replicate it to another DataNode
= As blocks of data are written, the client calculates a checksum for each block
— Sent to the DataNode along with the data
—  Written together with each data block

— Used to ensure the integrity of the data when it is later read
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Hadoop is “Rack-aware”

" Hadoop understands the concept of “rack awareness”
— The idea of where nodes are located, relative to one another

— Helps the ResourceManager allocate processing resources on nodes closest
to the data

— Helps the NameNode determine the “closest” block to a client during reads

— Inreality, this should perhaps be described as being “switch-aware”

= HDFS replicates data blocks on nodes on different racks

— Provides extra data security in case of catastrophic hardware failure

= Rack-awareness is determined by a user-defined script

— Rack Topology configuration details through Cloudera Manager discussed
later in this course
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HDFS Block Replication Strategy

= First copy of the block is placed on the same node as the client

— If the client is not part of the cluster, the first block is placed on a random
node

— System tries to find one which is not too busy
= Second copy of the block is placed on a node residing on a different rack

= Third copy of the block is placed on different node in the same rack as the
second copy

04-25
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Anatomy of a File Read (1)

client JVM
client node

4: read S read

datanode
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Anatomy of a File Read (2)

1. Client connects to the NameNode

2. NameNode returns the name and locations of the first few blocks of the file

— Block locations are returned closest first

3. Client connects to the first of the DataNodes, and reads the block

— If the DataNode fails during the read, the client will seamlessly connect to the
next one in the list to read the block
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Dealing With Data Corruption

= As aclient is reading the block, it also verifies the checksum
—  “Live” checksum is compared to the checksum created when the block was
stored
= |If they differ, the client reads from the next DataNode in the list

— The NameNode is informed that a corrupted version of the block has been
found

— The NameNode will then re-replicate that block elsewhere

= The DataNode verifies the checksums for blocks on a regular basis to avoid
“bit rot”

— Default is every three weeks after the block was created
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Data Reliability and Recovery

= DataNodes send heartbeats to the NameNode

— Every three seconds is the default

= After a period without any heartbeats, a DataNode is assumed to be lost
— NameNode determines which blocks were on the lost node
— NameNode finds other DataNodes with copies of these blocks
— These DataNodes are instructed to copy the blocks to other nodes

— Three-fold replication is actively maintained

= A DataNode can rejoin a cluster after being down for a period

— The NameNode will ensure that blocks are not over-replicated by instructing
DataNodes to remove excess copies

— Note that this does not mean all blocks will be removed from the
DataNode which was temporarily lost!
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The NameNode Is Not a Bottleneck

® Note: the data never travels via a NameNode
—  For writes
— For reads

— During re-replication

04-30
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NameNode: Memory Allocation (1)

= When a NameNode is running, all metadata is held in RAM for fast response

= Default Java Heap Size of the NameNode is 1GB

— At least 1GB recommended for every million HDFS blocks

= |tems stored by the NameNode:
— Filename, permissions, and so on

— Block information for each block
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NameNode: Memory Allocation (2)

=  Why HDFS prefers fewer, larger files:
— Consider 1GB of data, HDFS block size 128 MB
— Stored as 1 x 1GB file
— Name: 1item
— Blocks: 8 items
— Total items in memory: 9
— Stored as 1000 x 1MB files
— Names: 1000 items
— Blocks: 1000 items

— Total items in memory: 2000
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HDFS File Permissions

= Files in HDFS have an owner, a group, and permissions
— Very similar to Unix file permissions

" File permissions are read (r), write (w), and execute (x) for each of owner,
group, and other
— X isignored for files

— For directories, x means that its children can be accessed

= HDFS permissions are designed to stop good people doing foolish things
— Not to stop bad people doing bad things!

— HDFS believes you are who you tell it you are
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Hadoop Security Overview

= Authentication
— Proving that a user or system is who he or she claims to be
— Hadoop can provide strong authentication control via Kerberos
— Cloudera Manager simplifies Kerberos deployment

— Authentication via LDAP is available with Cloudera Enterprise

= Authorization (access control)
— Allowing people or systems to do some things but not other things
— CDH has traditional POSIX-style permissions for files and directories
— Access Control Lists (ACLs) for HDFS

— Role-based access control provided with Apache Sentry

= Data encryption

— OS filesystem-level, HDFS-level, and Network-level options
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Web Uls for HDFS

The NameNode Web Ul on port 50070

Hadoop Overview Datanodes  Datanode Volume Failures ~ Snapshot  Startup Progress Utilities

Overview ‘ciephant:8020' (active)

Namespace: mycluster
Namenode ID: namenode33
The Cloudera Manager —
- Started: Tue Nov 22 11:29:31 -0B00 2016
HDFS File Browser
Version: 2.6.0-cdh5.9.0, r1c8ae0d951319feat83402c9182449447id27b07

ClOUdera slusters Hosts ~ Diagnostics ~  Audits Charts + Backup ~  Administration = ﬁ £5 m Support ~  admin -

H DFS (Cluster 1) | Actions v Today, 5:09 PM PST

Status Instances Configuration ¥ Commands File Browser Charts Library Cache Statistics Audits Web Ul ~ Quick Links -

@ /user/training/counts -

Y=y ) ¢ GRS ([ SR Ui E Parent fuset/training
Owne: trainin:
Name Mode e Y
W Group supergroup
] _SUCCESS =FW=l==f=— Mode drwxr-xr-x
] part-r-0eeee —~FW—F—F=——
Last Modified November 18, 2016 5:35 PM
] part-r-000el —rw-r—r—
art-r-000e2
& F Quota Management
] part-r-00ee3 —FW=l==f=—
Edit Quota
Snapshots

cloudera® Copyright © 2010-2018 Cloudera. All rights reserved. Not to be reproduced or shared without prior written consent from Cloudera. 04-38



Chapter Topics

p
The Hadoop Distributed File System
(HDFS)

O

s N
® HDFS Features

®  Writing and Reading Files

® NameNode Memory Considerations
®  QOverview of HDFS Security

= Web Uls for HDFS

= Using the Hadoop File Shell

®  More Storage Technologies

m  Essential Points

®  Hands-On Exercise: Working with HDFS

cloudera® Copyright © 2010-2018 Cloudera. All rights reserved. Not to be reproduced or shared without prior written consent from Cloudera. 04-39



Options for Accessing HDFS

" From the command line
— FsShell: hdfs dfs

" From Cloudera Manager

— HDFS page, File Browser tab

" From the NameNode Web Ul

— Utilities > Browse the file system

= Other programs
— Java API

— Used by MapReduce, Spark,
Impala, Hue, Sqoop, Flume,
and so on

— RESTful interface o
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Accessing HDFS via the Command Line

= HDFS is not a general purpose filesystem

— Not built into the OS, so only specialized tools can access it

= End users typically access HDFS via the hdfs dfs command
— Actions are specified with subcommands (prefixed with a minus sign)

Most subcommands are similar to corresponding UNIX commands

= Display the contents of the /user/fred/sales.txt file

S hdfs dfs -cat /user/fred/sales.txt

= Create a directory (below the root) called reports

S hdfs dfs -mkdir /reports
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Copying Local Data To and From HDFS Using the Command

Line

= Remember that HDFS is distinct from your local filesystem

— The hdfs dfs -put command copies local files to HDFS

— The hdfs dfs -get fetches alocal copy of a file from HDFS

$ hdfs dfs -put sales.txt /reports

$ hdfs dfs —-get /reports/sales.txt

Hadoop Cluster

cloudera
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More hdfs dfs Command Examples

= Copy file input.txt from local disk to the user’s directory in HDFS

S hdfs dfs -put input.txt +input.txt

— This will copy the file to /user /username/input.txt

" Get adirectory listing of the HDFS root directory

S hdfs dfs -1s /

" Delete the file /reports/sales.txt

S hdfs dfs -rm /reports/sales.txt
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Apache HBase

= HBase: a highly-scalable, distributed column-oriented database
— An open-source Apache project, based on Google’s BigTable
— Google’s example use case is “search the entire Internet”
— Massive amounts of data in a table

— Very high throughput to handle a massive user base

= A complex client of HDFS
— All HBase files are stored in HDFS
— HBase adds a NoSQL key-value retrieval system on top of HDFS

= HBase from the Hadoop Administrator’s perspective

— An automated client of HDFS trying to present the appearance of a random
store by continuously organizing and reorganizing its blocks

HERSE A
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Characteristics of HBase

= Scalable
— Easily handles massive tables
— Handles high throughput

— Sparse rows where number of columns varies

= Fault tolerant

— Derives some of it’s fault tolerance from HDFS copying of blocks

= Common use cases for HBase
— Random write, random read, or both (but not neither)
— No need for HBase if neither random read nor write is needed
— Thousands of operations per second on multiple terabytes of data

— Access patterns are well-known and relatively simple
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HBase Data Locality Considerations

= Data locality means moving the computation close to the data
— Some interactions between HBase and HDFS can risk data locality
— If the data locality is lost, data is copied over the network leading to poor
performance
= HBase and HDFS interaction
— The HBase RegionServer writes data to HDFS on its local disk
— HDFS replicates the data to other nodes in the cluster

— Replication ensures the data remains available even if a node fails

= Risks to data locality
— HBase balancer moves a region to balance data sizes across RegionServers
— ARegionServer dies and all it’s regions are relocated
— The cluster is stopped and restarted
— Atableis disabled and re-enabled

04-47
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General Advice on HBase and HDFS

= Start the HDFS service before starting the HBase service
" Consider how to balance blocks so data locality isn’t lost

= Advanced configuration parameters available

— For example, for write-heavy workloads

® Cloudera offers a full course on HBase

cloudera o



Apache Kudu

= Kudu is a storage engine for structured data

Designed for specific use cases that require fast analytics on rapidly changing
data

® Provides a data service with benefits of both HDFS and HBase

Simplify applications that use hybrid HDFS/HBase

— Accesses data through the local file system—not an HDFS client

®  Characteristics of Kudu

cloudera

Performs well for both scan and random access
High CPU efficiency

High 10 efficiency APALHE
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Essential Points

= HDFS distributes large blocks of data across a set of machines to support
bringing the computation to the data

— Assumption is that the typical file size on a Hadoop cluster is large

— Block size is configurable, default is 128MB

= HDFS provides fault tolerance with built-in data redundancy
— The number of replicas per block is configurable, default is 3

= The NameNode daemon maintains all HDFS metadata in memory and stores it
on disk

— In a non-HA configuration, the NameNode works with a
SecondaryNameNode that provides administrative services

— In an HA configuration, the Standby NameNode is configured in case of a
NameNode failure

04-51
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Hands-On Exercise: Working With HDFS

= In this exercise, you will copy a large file into HDFS and explore the results in
the NameNode Web Ul, in Cloudera Manager, and in Linux

= Please refer to the Hands-On Exercise Manual for instructions
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MapReduce and Spark on YARN

In this chapter, you will learn:

®" The role of computational frameworks in Hadoop
= The purpose and basic architecture of YARN

= MapReduce Concepts

= Apache Spark Concepts

= How YARN allocates cluster resources

= How YARN handles failure

®" How to Review and Manage YARN applications

= How to access YARN application logs
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Hadoop Computational Frameworks

= HDFS provides scalable storage in your Hadoop cluster

= Computational frameworks provide the distributed computing
— Batch processing
— SQL queries
— Search
— Machine learning

— Stream processing
= Computational frameworks compete for resources

= YARN provides resource management for computational frameworks that
support it
— Examples discussed in this chapter:
— MapReduce

— Apache Spark

cloudera 0o
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What is YARN?

" Yet Another Resource Negotiator (YARN)

= A platform for managing resources in a Hadoop cluster

PROCESS, ANALYZE, SERVE

" Supports a growing number of

Hadoop distributed processing BATCH STREAM sal SEARCH

frameworks, including: Shark Hive T S el solr

— MapReduce v2 UNIFIED SERVICES

_ RESOURCE MANAGEMENT SECURITY
Spark YARN Sentry, RecordService

— Others

FILESYSTEM RELATIONAL OTHER

HDFS Kudu Object Store

STORE

REAL-TIME
Kafka, Flume

INTEGRATE
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Why YARN? (1)

= YARN allows you to run diverse workloads on the same Hadoop cluster

— Jobs using different frameworks will often have different resource profiles

= Examples:
— A MapReduce job that scans a large table
— Likely heavily disk-bound
— Requires little memory
— A Spark job executing an iterative machine learning algorithm
— May attempt to store the entire dataset in memory
— May use a large number of vCores in short bursts to perform complex
computations
= YARN allows you to share cluster memory and CPU resources dynamically
between processing frameworks

— MapReduce, Spark, and others
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Why YARN? (2)

= Achieve more predictable performance
— Avoid “oversubscribing” nodes
— Requesting more processing power or RAM than is available

— Protect higher-priority workloads with better isolation

" Increase cluster utilization

— Resource needs and capacities can be configured less conservatively than
would otherwise be possible
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Notable Computational Frameworks on YARN

= MapReduce
— The original framework for writing Hadoop applications
— Proven, widely used

— Sqoop, Pig, and other tools use MapReduce to interact with HDFS

= Spark
— A programming framework for writing Hadoop applications
— Afast, general, big data processing framework
— Built-in modules for streaming, SQL, machine learning, and graph processing
— Supports processing of streaming data

— Faster than MapReduce

= Hive can run on Spark or MapReduce
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What Is MapReduce?

= MapReduce is a programming model
— Neither platform- nor language-specific
— Record-oriented data processing (key and value)

— Facilitates task distribution across multiple nodes
= Where possible, each node processes data stored on that node

= Consists of two developer-created phases
— Map

— Reduce

= In between Map and Reduce is the shuffle and sort

— Sends data from the Mappers to the Reducers

05-12
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Hadoop MapReduce: The Big Picture
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Features of MapReduce

= Automatic parallelization and distribution
= Fault-tolerance
= Status and monitoring tools

= A clean abstraction for programmers
— MapReduce programs are usually written in Java

— Can be written in other languages using Hadoop Streaming

" MapReduce abstracts all the “housekeeping” away from the developer

— Developer can concentrate simply on writing the Map and Reduce functions
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MapReduce Concepts
= Each Mapper processes a single input split from HDFS
— Often a single HDFS block
= Hadoop passes one record at a time to the developer’s Mapper code
= Each record has a key and a value
= |Intermediate data is written by the Mapper to local disk

= During the shuffle and sort phase, all the values associated with the same
intermediate key are transferred to the same Reducer

— The job specifies the number of Reducers

= Reducer is passed each key and a list of all its values

— Keys are passed in sorted order

=  Qutput from the Reducers is written to HDFS
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MapReduce Application Terminology

= Job
— A Mapper, a Reducer, and a list of inputs to process

— The highest-level unit of computation in MapReduce

" Task
— An individual unit of work
— A job consists one or more tasks
— Each task is either a Map task or a Reduce task

— Runs in a container on a worker node

= (Client
— The program that submits the job to the YARN ResourceManager

— Sometimes refers to the machine on which the program runs
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Deploying MapReduce

= MapReduce is part of CDH 5
— With Cloudera Manager: Use the “Add a Service” wizard to add YARN (MRv2

Included) to your cluster
= MapReduce Service—two versions available
— MapReduce v2
— Recommended
— MapReduce applications run as YARN applications
— MapReduce v1
— For backward compatibility
— Does not use YARN

— Both versions require HDFS

05-17
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What is Apache Spark?

= A fast, general engine for large-scale data processing
on a cluster

— One of the fastest-growing Apache projects SpQrK

— Includes map and reduce as well as non-batch
processing models
= High-level programming framework
— Programmers can focus on logic not plumbing
— Works directly with HDFS
— Near real-time processing

— Configurable in-memory data caching for efficient iteration

= Application processing is distributed across worker nodes

— Distributed storage, horizontally scalable, fault tolerance
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Spark Applications

= Spark Shell
— Interactive: for learning, exploring data

— Python or Scala

= Spark Applications
— Support large-scale data processing
— Python, Scala, or Java
— A Spark Application consists of one or more jobs

— A job consists of one or more tasks

= Every Spark application has a Spark Driver
— In “Client Deployment Mode,” the driver runs on the client

— In “Cluster Deployment Mode,” the driver runs in the ApplicationMaster on
the cluster

— In “Cluster Deployment Mode,” if the client disconnects the application
will continue to run
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Spark RDDs

= RDD: the fundamental unit of data in Spark
— Resilient: if data in memory is lost, it can be recomputed
— Distributed: stored in memory across the cluster

— Dataset: initial data comes from a file or is created programmatically
= RDDs are immmutable
" RDDs are created from file(s), data in memory or another RDD

= Most Spark programming consists of performing operations on RDDs
— Two types of operations
— Transformations: create a new RDD based on an existing one

— Actions: return a value from an RDD
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Spark: The Big Picture
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Spark Executors

= A Spark Application consists of one or more Spark jobs

— Jobs run tasks in executors and executors run in YARN containers (one
executor per container)

— Executors exist for the life of the application

— If spark.dynamicAllocation.enabledis set to true (default),
the number of executors for an application can scale based on workload
after it starts

— YARN does not yet support already allocated container resizing

An executor can run tasks concurrently on in-memory data

Spark driver

Job . Job |

Executor Executor Executor

| Task | | Task | Task Task Task | Task |
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Deploying Spark

® CDH includes Spark
— Beginning with CDH 5

— With Cloudera Manager: “Add a Service” to your cluster

= Spark Service—two versions available
— Spark on YARN—recommended
— Spark applications run as YARN applications
— Requires HDFS and YARN
— Supported with Cloudera Manager 5.2 and above
— Spark (standalone)
— Supported, but not the recommended approach

— Both versions come with a Spark History Server

05-24
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YARN Daemons

= ResourceManager: one per cluster

= JobHistoryServer: one per cluster

— Archives MapReduce jobs’ metrics and metadata

= NodeManager: one per worker node

cloudera
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A Typical YARN Cluster
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YARN ResourceManager—Key Points

®= What the ResourceManager does:

cloudera

Manages nodes

— Tracks heartbeats from NodeManagers

Runs a scheduler

— Determines how resources are allocated

Manages containers

— Handles ApplicationMasters requests for resources

— Releases containers when they expire or when the
application completes

Manages ApplicationMasters

— Creates a container for ApplicationMasters and tracks
heartbeats

Manages cluster-level security

/

Resource [T

Manager [+
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YARN NodeManagers—Key Points

- What NOdeManagerS dO: NodeManager =/

— Communicate with the ResourceManager

— Register and provide information on node resources

— Send heartbeats and container status
— Manage processes in containers

— Launch ApplicationMasters on request from the
ResourceManager

— Launch processes into containers on request from
ApplicationMasters

— Monitor resource usage by containers; kill runaway
processes

— Provide logging services to applications
— Aggregate logs for an application and save them to HDFS
— Run auxiliary services

— Maintain node level security

cloudera 0o



Running an Application in YARN

= Containers /NodeIVIanager
— Allocated by the ResourceManager 1Gb :,«—3——6—5---\5
~ Require a certain amount of resources (memory, |i 1core i 1core |
CPU) on a worker node - J
~— YARN Applications run in one or more containers
= ApplicationMaster
— One per YARN application execution /NodeManager » BN
— Runs in a container m '
Application
— Framework/application specific Master
— Communicates with the ResourceManager . J
scheduler to request containers to run application
tasks

— Ensures NodeManager(s) complete tasks
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YARN: Submit a MapReduce Application

$ hadoop jar MyMR.jar Worker Nodes
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YARN: ApplicationMaster Resource Request
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YARN: Container Allocation
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YARN: Application Containers

Worker Nodes

NodeManager
MRv2
Client
NodeManager
appl MRv2
Submit task in
appl container
’f‘Run
4 NodeManager I
v
' appl
Application
Resource [ »  Master
Manager [ Run
NodeManager
. appl MRv2
task in
container

cloudera oo



YARN: Submit a Spark Application
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YARN: Containers
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YARN Container Lifespan

= MapReduce’s use of containers

One container is requested and created for each task in a job
Each Map or Reduce task gets its own JVM that runs in a container

Each container is deleted once a task completes

= Spark’s use of containers

cloudera

One container is requested and created for each executor granted to the
Spark application

An executor is a JVM

— Many Spark tasks can run in a single executor—concurrently and over the
lifetime of the container

Each container stays alive for the lifespan of the application
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YARN: Spark Deployment Modes

= (Client Deployment Mode
— The Spark driver runs on the client that initiates the application
— Client node may require additional CPU, memory, or bandwidth
— Useful for interactive sessions
— spark-shell
—  pyspark
= Cluster Deployment Mode
— The Spark driver runs on the YARN cluster, in the ApplicationMaster
— No special CPU, memory, or bandwidth requirements for client node
— More common in production environments

— Tighter security

— All communication happens between nodes within the cluster
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YARN: Spark Client Deployment Mode (1)
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YARN: Spark Client Deployment Mode (2)
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YARN: Spark Client Deployment Mode (3)
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YARN: Spark Client Deployment Mode (4)
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YARN: Spark Cluster Deployment Mode (1)

andeManagEr DataNode = ]

> Executor

\ s
/

Name

N
\ V o Node

b i(rlwln::vdel'».l"le:nalger DataNode = J
=
E:/ “ Executor Executor

Resource
Manager Application Master [aNode .
Driver Program |
Spark Context

NodeManager DataNode %E\ P ‘

cloudera® Copyright © 2010-2018 Cloudera. All rights reserved. Not to be reproduced or shared without prior written consent from Cloudera. 05-43




YARN: Spark Cluster Deployment Mode (2)
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YARN and Data Locality

= The YARN Scheduler aims to achieve the requested data locality
— Objective: Bring the computation to the data

= ApplicationMasters know where the HDFS blocks required to complete an
application task are located

— ApplicationMasters inform the YARN scheduler which node is preferred to
accomplish data locality

— Challenge: Spark must ask YARN for executors before jobs are run
— Application developer can inform YARN which files will be processed
®= When resource availability permits, the YARN Scheduler assigns containers to
the nodes requested (typically closest to the data)

— If the node is not available, YARN will prefer at least the same rack preferred
by the requesting application
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Summary: Cluster Resource Allocation

" ResourceManager (master)
— Grants containers

— Performs cluster scheduling

= ApplicationMaster (runs within a container)

— Negotiates with the ResourceManager to obtain containers on behalf of the
application

— Presents containers to Node Managers

" Node Managers (workers)
— Manage life-cycle of containers
— Launch Map and Reduce tasks or Spark executors in containers

— Monitor resource consumption
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Summary: Requesting Resources

= Aresource request is a fine-grained request for memory and CPU sent to the
ResourceManager to be fulfilled

= |If the request is successful, a container is granted

= Aresource request is composed of several fields that specify
— The amount of a given resource required

— Data locality information, that is, the preferred node or rack on which to run

Field Name Sample Value

priority integer
capability <2 gb, 1 vcore>
resourceName host22, Rack5, *
numContainers integer
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YARN Fault Tolerance (1)

Crirs ot \

ApplicationMaster stops ResourceManager reattempts the whole application
sending heartbeats or YARN (default: 2 times)
application fails

MR task exits with ApplicationMaster reattempts the task in a new
exceptions or an MR task container on a different node (default: 4 times)
stops responding

MR task fails too many Task aborted
times
Spark executor fails Spark launches new executors (default: Spark tolerates

2 * number of requested executors failing before Spark
fails the app)

A Spark task fails Spark Task Scheduler resubmits task to run on different
executor
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YARN Fault Tolerance (2)

= NodeManager

— If the NodeManager stops sending heartbeats to the ResourceManager, it is
removed from list of active nodes

— Tasks on the node will be treated as failed by the ApplicationMaster

— If the ApplicationMaster node fails, it will be treated as a failed application

= ResourceManager

— No applications or tasks can be launched if the ResourceManager is
unavailable

— Can be configured with high availability (HA)

//_

Resource ¢y
Manager
(standby) &

//-

Resource --’
Manager i
(active) &
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Cloudera Manager—YARN Applications Ul

cloudera

Clusters ¥ Hosts » Diagnostics ¥ Audits Charts ¥ Backup ¥  Administration ~ : i Searc Support ¥ admin ¥

© YARN (M R2 |nC|Uded)[Cluster 1) | Actions~ 4« Today, 3:07 PMPST b Wi |~ ¢

Workload Summary

Allocated Memory S

] 41K - 42K
] 47K - 48K

1 34-35
] 37-38

CPU Time
" 36s

Duration

] 115-12s
165 - 17s

Status Instances Configuration Commands Applications Resource Pools Charts Library Audits Web Ul ~ §§ Quick Links ~

allocated_vcore_seconds >= 30.0 AND allocated_vcore_seconds < 40.0 . W 30m 1h 2h &h 12h 1d 7d 30d

(For Completed Applications)

Allocated VCore Seconds 4

Results Charts Collect Diagnostic Data Export Select Attributes
P
11/18/2016 5:39 PM - movie.jar -
econds 11/18/2016 5:40 PM IL: job_1479519330738_0002 Type: MAPREDUGE
1 T Fool: root.users.training
ation: 11.84s Mapper: TextimportMapper

41K Allocated VCore Seconds: 37

cloudera

11/18/2016 5:37 PM - SparkApp.py B
4l 11/18/2016 5:37 PM 1479519330738_0001 Type: SPARK
root.users.training
0C = Is: 47.3K
. econds: 34
Link to YARN
ResourceManager
Web Ul
Copyright © 2010-2018 Cloudera. All rights reserved. Not to be reproduced or shared without prior written consent from Cloudera. 05-51



Other YARN Application Web Uls

= ResourceManager Web Ul

= MapReduce JobHistory Server Web Ul

= Spark History Server Web Ul

cloudera

. (e e . e http://rmhost:8088
Provides cluster utilization metrics on  i=smp p:// ,
nodes, application status, application B ST
scheduling, and links to logs -
Embeds links to the Uls listed below | S et

http://jhs_host:19888

http://jhs_host:19888 e

Provides details on retired jobs
including state, time metrics, Map
and Reduce task details and logs

Search;

s~ - http://shs_host:18088

http : //Shs_host : 18088 Spark Jobs (7
Provides details on Spark jobs, .
stages, storage, environment, and s e e e

executors
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The ResourceManager Web Ul

®= The ResourceManager Web Ul Menu

= Choose a link under
“Applications” (such as, “RUNNING” or
“FINISHED”)

" Then click on the “application ID” to see
application metrics including:

cloudera

Links to app-specific logs

If the app has completed, an app
“history” link that takes you to the
applicable history server web Ul

If the app is still running, the
“Tracking URL” links to either...

— The MR Job details in the same Ul

— The Spark Job details in a Spark
shell application Ul

Main ResourceManager

Web Ul Menu
~ Cluster
About
Nodes
Applications
NEW
NEW SAVING
SUBMITTED
ACCEPTED
RUNNING
REMOVING MR Job
FINISHING _
FINISHED Sub-Menu
FAILED
KILLED » Cluster
» Application
Scheduler - Job
. IS Overview
Tools o
Configuration
Map tasks
Reduce tasks
AM Logs
» Tools
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MapReduce Job HistoryServer Web Ul

®= The ResourceManager does not keep track of job history

= HistoryServer Web Ul for MapReduce

— Archives jobs metrics and metadata

— Can be accessed through Job History Web Ul or Hue

http://rmhost:19888/jobhistory

L g ,3-'— hadeep JobHistory T

~ Application

About
Jobs

0ols

Retired Jobs

Show 20 ~|entries Search:
. ~ lap e Reduces

S L — ) JobID _ _ _7_ MName 3 _User ¢ Queue_ _State O_ %S, completed iYL completed
/2013.11.21 2013.11.21 job 1385066116114 0004 Process cloudera default SUCCEEDED 4 4 12 12 N
| 13:07:38 13:08:27 Logs \
| PsT PST I
| 20131121 2013.11.21 job 1385066116114 0003 Process cloudera default ~ SUCCEEDED 4 4 12 12 I

13:03:53 13:04:42 Logs |
I pst PST |
I 2013.11.21 2013.11.21 job 1385066116114 0002 Process cloudera default SUCCEEDED 4 4 12 12 1
I 13:01:35 13:02:28 Logs I
| PST PST I
] 2013.11.21 2013.11.21 job 1385066116114 0001 Word cloudera default SUCCEEDED 4 3 1 1 I
| 12:48:00 12:50:43 Count
| PST PST I
\ 2013.11.21 2013.11.21 job_1385049040288 0003 Word cloudera default SUCCEEDED 4 4 1 1 1

09:24:45 09:28:19 Count /
Ner neT ’

e o e mm o o o o o EE M M EEE SN M N SN M EEE M SN SN M SN M M SN SN SN SN M M M M S M m m mmm mm mm o mm mm mm mm mm =

cloudera
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Spark History Server Web Ul

| http://sparkHistoryServerHost:18088

Jobs Stages Storage
SparK” 60 =L 9

Details for Job 0

Status: SUCCEEDED
Completed Stages: 2

» Event Timeline
~ DAG Visualization

Stage 0 Stage 1

textFile partitionBy

Completed Stages (2)

Id Description
1 sortByKey at

/home/training/training_materials/admin/scripts/catchup/SparkApp.py:6 +details 17:37:40 KB

0 reduceByKey at

/home/training/training_materials/admin/scripts/catchup/SparkApp.py:6 +details 17:37:30 KB

Environment Executors SparkApp.py application Ul

Tasks: Shuffle Shuffle
Submitted Duration Succeeded/Total Input Output Read Write

2016/11/18 02s .7 — 1129.0
2016/11/18 53 —— e 638 1503.7 KB

cloudera
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Discovering YARN Application Details in the Shell

= Displaying YARN application details in the shell
— To view all applications currently running on the cluster
— yarn application -list
— Returns all running applications, including the application ID for each
— To view all applications on the cluster, including completed applications
— yarn application -list -appStates all
— To display the status of an individual application

— yarn application -status <application_ID>

05-56
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YARN Application States and Types

= Some logs and command results list YARN Application States
" Operating states: SUBMITTED, ACCEPTED, RUNNING

= |nitiating states: NEW, NEW_SAVING

= Completion states: FINISHED, FAILED, KILLED

= Some logs and command results list YARN Application Types: MAPREDUCE,
YARN, OTHER
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Killing YARN Applications

= To kill a running YARN application from Cloudera Manager

— Use the drop-down menu for the application in the YARN Applications page

for the cluster

Results Charts Gollect Diagnostic Data Export

11/30/2016 3:23 PM
-

PySparkShell
application_14803738209
training
18.24s

950

001

SPARK

root.training

B~

Select Attributes

I «u

Application Details

Collect Diagnostic Data

= To kill a running YARN application from the command line

— You can not kill it just by hitting Ctr1+C in the terminal

This only kills the client that launched the application

The application is still running on the cluster!

cloudera

Utilize the YARN command line utility instead
— vyarn application -kill <application_ID>
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YARN High Availability

= ResourceManager High Availablity removes a single point of failure
— Active-standby ResourceManager pair

— Automatic failover option

" Protects against significant performance effects on running applications
— Machine crashes

— Planned maintenance events on the ResourceManager host machine

= |If failover to the standby occurs

— In-flight YARN applications resume from the last saved state store

" To enable

— From the Cloudera Manager YARN page, select Actions > Enable High
Availability, and select the host for the standby ResourceManager
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YARN Application Log Aggregation

= Debugging distributed processes is intrinsically difficult

— Cloudera Manager’s log aggregation improves this situation

= YARN provides application log aggregation services
— Recommended (and enabled by default by Cloudera Manager)
— Logs are aggregated by application

— Access the logs from Cloudera Manager, any HDFS client, or the shell

= When YARN log aggregation is enabled:

— Container log files are moved from NodeManager hosts’ directories to HDFS
when the application completes

— NodeManager directory: /var/log/hadoop-yarn/container
— Default HDFS directory: /var/log/hadoop—-hdfs

= Aggregated YARN application log retention
— Apache default: log retention disabled (and infinite when enabled)

— Cloudera Manager default: enabled and 7 day retention
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Accessing YARN Application Logs in Cloudera Manager

= Access all application logs in Cloudera Manager

From the YARN Applications page, choose Collect Diagnostics Data

11/18/2016 5:37 PM - SparkApp.py -
11/18/2016 5:37 PM ID: application 1479519330738 0001 Type: SPARK
User: training Pool: root.users.training Application Details

Duration: 16.57s Allocated Memory Seconds: 47.3K Collect Diagnostic Data

ited VCore Seconds: 34 User's YARN applications

Option provided to send Diagnostic Data to Cloudera Support

Option to Download Result Data, and view recent or full logs

YARN application diagnostics collection. Command

Status: Finished Context: YARN (MR2 Included) Start Time: Nov 30, 3:46:27 PM Duration: 27.55s

YARN application diagnostics collection completed successfully.

Download Result Data
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MapReduce Log Details

= MapReduce jobs produce the following logs:

ApplicationMaster log
stdout, stderr, and syslog output for each Map and Reduce task
Job configuration settings specified by the developer

Counters

= MapReduce Job History Server log directory

cloudera

Default: /var/log/hadoop-mapreduce
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Spark Log Details

= Spark can write application history logs to HDFS

— Default: enabled

= Spark application history location
— Default location in HDFS: /user /spark/applicationHistory

— Find and view the logs from the command line:

S sudo -u hdfs hdfs dfs -1s /user/spark/applicationHistory
S sudo -u hdfs hdfs dfs -cat /user/spark/applicationHistory/\
application_<application_id>

= Spark History Server log directory

— Default: /var/log/spark
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Accessing YARN Application Logs From the Command Line

= Accessing application logs from the command line allows you to use utilities
like grep for quick log analysis

" First find the application ID with yarn application -list

application 1392918622651 0004 word count MAPREDUCE

training root.training FINISHED SUCCEEDED
100% http://monkey:19888/jobhistory/job/job 1392918622651 0004

= Then, once you have the application ID, you can list its logs

$ yarn logs -applicationId application 1392918622651 0004

Container: container 1392918622651 0004_01_ 000002 on elephant 46591

LogType: syslog

LogLength: 4085

Log Contents:

2016-12-20 16:59:20,462 WARN [main] org.apache.hadoop.conf.Configuration:
job.xml:an attempt to override final parameter: mapreduce. job.end-
notification.max.retry.interval; Ignoring.

cloudera
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Essential Points (1)

= Resources on the cluster are managed by YARN:

— YARN ResourceManager schedules resources and manages the application
lifecycle

— YARN NodeManagers launch containers

= Computational frameworks such as MapReduce and Spark use YARN

— Developers don’t need to deal with cluster resource management,
scheduling, fault tolerance, and so on

= Individual tasks in a YARN application are managed by an ApplicationMaster

= A MapReduce job has a map phase, a shuffle and sort phase, and a reduce
phase

05-67
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Essential Points (2)

= A Spark application consists of one or more jobs that run one or more stages
of tasks
= There are many Uls available to observe details about YARN applications
— Cloudera Manager’s YARN Applications page
— ResourceManager Web Ul
— The (MapReduce) Job History Server Web Ul
— The Spark History Server Web Ul

= YARN application logs are aggregated by Cloudera Manager by default and are
accessible from Cloudera Manager, HDFS clients, and the command line
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Hands-On Exercise: Running YARN Applications

= In this exercise, you will run a MapReduce Job and examine the results in
HDFS and in the logs. You will then install the Spark service and run a Spark on
YARN application and observe the results

=  Please refer to the Hands-On Exercise Manual for instructions

05-70
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Hadoop Configuration and Daemon Logs

In this chapter, you will learn:

= How to manage Hadoop cluster configurations using Cloudera Manager
= How to locate a configuration setting and deploy setting changes

= How to manage role instances and add services to a cluster

= Recommended HDFS service settings

= Recommended YARN service settings

®" How to locate and access Hadoop daemon logs
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Configuring Hadoop Clusters

= Once Hadoop services are installed on a cluster, you will probably want to
configure changes over time
= Common examples
— Change the settings of an existing Hadoop service
— Add Hadoop services to a cluster
— Add new DataNodes to a cluster
— Remove nodes from a cluster
— Upgrade software versions installed on nodes in the cluster
= Cloudera Manager makes configuration changes relatively simple to
implement and track
— Constructs such as “Role Groups” assist with cluster management

— Group machines with similar configurations
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Cloudera Manager—Configuration Terminology

= Services: A Hadoop cluster has Services, such as HDFS or YARN

= Roles: The individual components of a service. For example, the HDFS service
has the NameNode and DataNode roles

= Role Group: A way of creating logical groups of daemons across multiple
machines

= Role Instance: A member of a Role Group. For example, a DataNode installed
on a specific machine is a role instance

Service: HDFS
Role Group: Role Group:
DataNode Default Group DataNode Group 1
r—————-—=- T rPmmmmm—_——— "Trmmmmm—_—— = | =
Role Instance: Role Instance: Role Instance: Role Instance:
DataNode DataNode DataNode

I I !

DataNode : : :
i i I
| | |
I I

Node 1 in Cluster
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Roles

®  Select Roles from The Main Clusters menu to view the current roles of the
cluster’s servers.

CIOUdera Clusters + Hosts + Diagnostics + Audits Charis + Backup + Administration =

Roles

Clusters Cluster 1
Hosts Count Roles

Cluster 1

elephant 1 [E0 N K
horse 1 ﬂ m m m
monkey 1 m m
tiger 1 IEIII EIIII m

This table is grouped by hosts having the same roles assigned to them.

cloudera® Copyright © 2010-2018 Cloudera. All rights reserved. Not to be reproduced or shared without prior written consent from Cloudera.
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Role Groups

= Role groups allow grouping role instances
that need to be configured in the same
way

= Eases configuration management

— Group role instances running on hosts
with similar hardware configurations

— Group role instances with the same set
of roles
= Create new role groups as needed

— Cloudera Manager can automatically
create role groups when services are
added

— Arole instance can be moved to a
different role group

cloudera

H DFS { Cluster 1) Actions =
Status  Instances Configuration

Role Groups

Role groups allow grouping roles of the same,
For example, roles running on similar hosts w
management. Cloudera Manager automaticall

Create
Filters

BALANCER

Balancer Default Group

DATANODE

DataNode Default Group

DataMNode Group 1

FAILOVER CONTROLLER

Failover Controller Default Group

GATEWAY

HTTPFS

HitpFS Default Group

JOURNALNODE

JournalMode Default Group

NFS GATEWAY

NAMENODE

MameMode Default Group

SECONDARYNAMENODE

Cloudera Manager
Configuration
menus can be
filtered by role
groups [example
HDFS Role Groups]

—
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Configuration Settings—Inheritance

= Configuration settings: order of inheritance

— Service > Role Group > Role Instance

= A setting at the Role Group level will override the Service level setting

— Example: Assume some DataNode hosts in the cluster have more HDFS
storage capacity than other DataNode hosts in the cluster

— Configure a DataNode Role Group for the larger hosts with storage
settings that override the lower default service-level storage capacity
settings

— Add the larger hosts’ DataNode roles to the Role Group
= A setting at the Role Instance level will override the Role Group level and
Service level settings

— Example: Temporarily enable debug logging for a role instance while
troubleshooting a potential hardware problem

cloudera e



Default Settings

= Cloudera Manager auto-configures role groups during installation, based on

the resources available

" Every non-default setting has a useful “Reset to the default” option

= Easy to find all default setting overrides in the cluster

— From the Cluster page, choose Configuration > Non-default Values

cloudera
Cluster 1 (CDH 5.9.0,, Parcels) | Actions ~
Status Configuration ~
Database Settings
Status Charts
Disk Space Thresholds
2|  Local Data Directories and Files Cluster CPU
® © \Log Directories r 100
[s] Navigator Settings v
® ¢ Ports -
P Suppressed Health and Configuration Issues .'
®
Non-default Values m Cluster 1, Host CPU Usage Across Hosts 0.75%
® C Non-uniform Values .
1 Advanced Configuration Snippets o Cluster Network 10
S & s -3 oo 3

cloudera
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Cluster-Wide Configurations

= Access from Cloudera Manager’s Cluster page Configuration menu
— Review and/or modify many settings, including...
— All non-default value configurations on the cluster
— All log directories
— All disk space thresholds

— All port configurations

CIOUdera Clusters ~ Hosts ¥ Diagnostics ¥ Audits Charts ¥ Backup ~ Administre

Cluster 1 (conss.0, parceis) | Actions ~
Status [ Configuration ~
Database Settings
Status] Charts
Disk Space Thresholds
iZ Local Data Directories and Files Cluster GPU
® ©|] LogDirectories :v
@1 WNavigator Settings e
® | Ports :v e
| Suppressed Heaith and Configuration Issues |
LY
@ ’! MNon-default Values r = Cluster 1, Host GPU Usage Across Hosts 0.78%
® @] Non-uniform Values -
271 Advanced Configuration Snippets L Cluster Network 10
® @ Sqoop 1 Client - T ga A [

cloudera® Copyright © 2010-2018 Cloudera. All rights reserved. Not to be reproduced or shared without prior written consent from Cloudera.
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Using Global Search to Locate a Configuration Property

= Use Cloudera Manager global search box

to locate a configuration property

= Or use the search box
in the Configuration
tab for any

- Service
- Role Instance
- Host

cloudera

cloudera

Status Instances Configuration F73

Filters

v SCOPE

HDFS (Service-Wide)
Balancer

DataNode

Gateway

HttpFS

JournalNode

NFS Gateway
NameNode
SecondaryNameNode

Failover Controlier

global

HDFS (Cluster 1) | Actions =

= config
Commands f

[[T=1

ZooKeeper

KMS Servig
chart

Replication Sources

Replication Schedules

HDFS: Replication Factor

HDFS: Suppress Parameter Validation: Replication Factor
HDFS: Maximum Number of Replication Threads on a DataNode
Sqoop 1 Glient: Suppress Parameter Validation: Sqoop connecti..

Sqgoop 1 Client: Sgoop connection factories

HDFS: Hard Limit on the Number of Replication Threads onaD...

YARN (MR2 Included): Suppress Parameter Validation: 1/0 Sort F.
YARN (MR2 Included): Mapreduce Submit Replication

HDFS: Minimal Block Replication

HDFS: Maximal Block Replication

YARN (MR2 Included): Suppress Configuration Validator: Job Su...

Cloudera Management Service: Index Merge Factor

HDFS Pending Replication Blocks
HDFS Scheduled Replication Blocks

Object Store Service

HDFS (Service-Wide)

<

replication fac _ £
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Making a Configuration Change

cloudera o

Clusters ~

©® HDFS (cuuseer 1)

Actions v

Diagnostics -

Audits Backup ~

Administration ~

& [f Support *  admin

Today, 3:49 PM PST

Charts Library Cache Statistics  Audits

Switch to the classic layout

Status Instances Configuration f¥) Commands File Browser
Filters I
replication factor
¥ SCOPE
, Replication Factor
HDFS (Service-Wide) 2 N
dfs.replication
Balancer 0

Suppress Parameter
Validation: Replication
Factor

v CATEGORY

HDFS (Service-Wide) C

4

HDFS (Service-Wide) [

Display = 25

1 Edited Value

Web Ul ~

4 Per Page

Reason for change...

Quick Links =

Role Groups History and Rollback
Hide All Descriptions
Default block replication. The X

number of replications to make
when the file is created. The default
value is used if a replication number
is not specified.

Whether to suppress configuration 3¢
warnings produced by the built-in
parameter validation for the

Replication Factor parameter.

Save Changes

cloudera
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Stale Configurations

"  When you modify a configuration and click “Save changes”, it may require
client redeployment and/or a role instance restart or refresh

" The affected service(s) will display one or more of the icons below

= Click the icon to display the Stale Configurations page

Stale configuration — Restart Required
x_J Stale configuration — Refresh Required

h
t—p Stale configuration — Client configuration redeployment needed

cloudera oo



Applying a Configuration Change

" Cloudera Manager’s “Stale Configurations—Review Changes” screen
— Shows which changes will be applied to which role instance(s)

— Prompts you to “Restart Cluster” if necessary

c‘oudera Clusters ~ Hosts + Diagnostics * Audits Charts * Backup *+ Administration = &% 5 m Support *  admin «
Stale Configurations (custer 1)
. . File: h - T Ts-site. dfs(1
Filters ile: hadoop-conf/hdfs-site.xml 1 Show
. @@ -55,9 +55,9 @@
<value>tiger:5@470</value>
¥ FILE </property>
<property=
File: hadoop-conf/hdfs-site.xml 5 <name>dfs.replication</name=
File: hdfs-site.xmi = <value>3</value>
+ <value>d</value>
File € hdfs-site ) ) </property=
File #hdfs-sitesanl <property>
<name>dfs.blocksize</name>
<value>134217728</value>
¥ SERVICE
File: hdfs-site.xml 1dfs(2) | Show
P i @@ -111,9 +111,9 &g
‘& Hive 1 <value>supergroup</value>
) Hue 2 </property>
<properiy>
{3 Spark <name>dfs.replication</name=
Bl YARN (MR2 Included) 2 : - <value>3</value>
! + <value=d4</value>
</property=
~ ROLE TYPE <property>
<name>dfs.namenode. replication. min</names>
DataNode 11 11 <value>l</value>
Failover Controlier File: hdfs-site.xml dfs(3) yarn(7) [ show
et . @@ -55.9 +55.9 @@
Restart Stale Services
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Service Configuration Settings—Deployment

= Key point: each daemon configuration is given its own execution and
configuration environment

— This is very different than in non-Cloudera Manager managed clusters

= Configuration files for daemons that Cloudera Manager manages are deployed
on any host that has a role for the service

= The Cloudera Manager Agent pulls the daemon configuration and places it in
the appropriate configuration directory
— Includes arguments to exec (), config files, directories to create, and other
information (such as cgroup settings)
= Default location for Hadoop daemon configurations

— Asubdirectory of: /var/run/cloudera-scm-agent/process/

cloudera e



Client Configuration Files—Deployment

= Cloudera Manager stores client configurations separately from service
configurations

— Default location: /etc/hadoop/conf

" Cloudera Manager creates a “client configuration file” zip archive of the
configuration files containing service properties
— Each archive has the configuration files needed to access the service

— Example: a MapReduce client configuration file contains copies
of core-site.xml, hadoop-env.sh, hdfs-site.xml,
log4j.propertiesandmapred-site.xml

= Client configuration files are generated by Cloudera Manager when a cluster is
created, or a service or a gateway role is added on a host
— A “gateway” role has client configurations, but no daemons

— Cloudera Manager indicates when Client Configuration Redeployment is
needed

— There is also an option to download and deploy manually

cloudera oot



Summary: Server and Client Settings are Maintained Separately

= Cloudera Manager decouples
server and client configurations

cloudera

Server settings (NameNode,
DataNode) are stored in
/var /run/cloudera-
scm-agent/process
subdirectories

Client settings are stored in
/etc/hadoop subdirectories

training@tiger:/etc/hadoop$ tree conf
conf

—  cloudera generation
— container-executor.cfg
— core-site.xml

— hadoop-env.sh

— hdfs-site.xml

— log4j.properties

— mapred-site.xml

— ssl-client.xml

—— topology.map

— topology.py

— yarn-site.xml

Copyright © 2010-2018 Cloudera. All rights reserved. Not to be reproduced or shared without prior written consent from Cloudera.

training@tiger:/var/run/cloudera-scm-agent/process$ sudo tree

— 10-hdfs-DATANODE
— cloudera-monitor.properties
— cloudera-stack-monitor.properties
— core-site.xml
— event-filter-rules.json
— hadoop-metrics2.properties
— hadoop-policy.xml
— hdfs.keytab
— hdfs-site.xml
— http-auth-signature-secret
— log4j.properties
— logs
|: stderr.log
stdout.log
— ssl-client.xml
— ssl-server.xml
— 11-hdfs-SECONDARYNAMENODE
— cloudera-monitor.properties
—— cloudera-stack-monitor.properties
— core-site.xml
— event-filter-rules.json
— hadoop-metrics2.properties
—— hadoop-policy.xml
— hdfs.keytab
—— hdfs-site.xml
— http-auth-signature-secret
— log4j.properties
— logs
|: stderr.log
stdout.log
—— ssl-client.xml
L ssl-server.xml
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Managing Role Instances

= Add aroleinstance
— After a service is created, add more role instances to the cluster

— Example: Add a DataNode role instance to a host
= Start, Stop, Restart role instances from Cloudera Manager

= Delete arole instance
— Host will no longer be managed by Cloudera Manager

— Does not delete the deployed client configurations

" Decommission arole instance

— Remove role instance (or even an entire cluster host) from a cluster while it
is running without losing data

— Decommissioning a DataNode is not possible if doing so would drop the
number of remaining DataNodes below the replication factor

cloudera oot



Adding Services to a Cluster

® Use the “Add Service” wizard

Choose Add Service

Choose host(s) to run the service

Add Service to Cluster 1

Review configurations

Select the type of service you want to add.

The service is deployed on host(s) Servioe Type _Description

a

Accumulo
= Add-on services
. &) Flume
— Non-CDH software managed with
Cloudera Manager K e
_ B HDFS

cloudera

Provided by an independent
software vendor or by Cloudera

Require a Custom Service
Descriptor (CSD) JAR file

The Apache Accumulo sorted, distributed key/value store is a robust,
scalable, high performance data storage and retrieval system. This service
only works with releases based on Apache Accumulo 1.6 or later.

Flume collects and aggregates data from almost any source into a
persistent store such as HDFS.

Apache HBase provides random, real-time, read/write access to large
data sets (requires HDFS and ZooKeeper).

Apache Hadoop Distributed File System (HDFS) is the primary storage
system used by Hadoop applications. HOFS creates multiple replicas of
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Default Settings and Cloudera Manager Initial Settings

= There are many Hadoop parameters that can be set

= Non-Cloudera Manager default CDH settings are documented at http://
archive.cloudera.com/cdh5/cdh/5/hadoop

— Click the links under the Configuration menu

" Cloudera Manager defines its own default CDH settings
— CM default values are often different than non-CM “Hadoop” defaults
— CM defaults are based on Cloudera’s experience
= Values that CM automatically configures during installation are not always
CM'’s “default” values
— Some initial values are set by CM based on factors such as hardware and

node count

" The “reset to default” links in Cloudera Manager resets parameters to a static
value regardless of hardware and node count

cloudera
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Recommended Parameter Values

= Here we present some of the key parameters, and suggest recommended
values

— Based on our experiences working with clusters ranging from a few nodes up
to 1,500+
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HDFS NameNode Metadata Location (1)

= The single most important configuration value on your entire cluster, used by
the NameNode:

dfs.namenode.name.dir
Set in HDFS / NameNode Group

— Location on the local filesystem where the NameNode stores its name table
(fsimage) metadata
— Multiple entries in Cloudera Manager

— Defaultis file://${hadoop.tmp.dir}/dfs/name

" Loss of a NameNode’s metadata will result in the effective loss of all the data
in its namespace

— Although the blocks will remain, there is no way of reconstructing the
original files without the metadata

cloudera
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HDFS NameNode Metadata Location (2)

" For all HDFS deployments, dfs.namenode . name . d1ir must specify at least
two disks (or a RAID volume) on the NameNode

— Failure to set correctly will result in eventual loss of your cluster’s data
= By default, a NameNode will write to the edit log files in all directories in
dfs.namenode.name.d1r synchronously

— For non-HA HDFS deployments, can explicitly specify the path to the edits log
directory by setting dfs.namenode.edits.dir

— High-Availability HDFS settings are discussed in a later chapter

= If adirectory in the list disappears, the NameNode will continue to function

— It will ignore that directory until it is restarted

06-27
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HDFS NameNode Metadata Location (3)

" For non-HA HDFS deployments, dfs.namenode.name.d1ir must
additionally specify an NFS mount elsewhere on the network

— If you do not do this, catastrophic failure of the NameNode will result in the
loss of the metadata

= Recommendation for the NFS mount point
tcp,soft,intr,timeo=10,retrans=10
— Soft mount so the NameNode will not hang if the mount point disappears

—  Will retry transactions 10 times, at 1-10 second intervals, before being
deemed to have failed

06-28
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HDFS DataNode Configuration

dfs.datanode.du.reserved
Set in HDFS / DataNode Group

The amount of space on each disk in dfs.datanode.data.dir which cannot be used for
HDFS block storage

Reserve space typically used for mapper and reducer intermediate data
Default: 10GB

Recommended: 25% of the space on each volume, with a minimum of 10GB

dfs.datanode.data.dir
Set in HDFS / DataNode Group

Location on the local filesystem where a DataNode stores its blocks
Can be a list of directories; round-robin writes to the directories (no redundancy)

Can be different on each DataNode

cloudera

06-29



HDFS Block Size and Replication Factor

dfs.blocksize
Set in HDFS / Service-Wide

— The block size for new files, in bytes
— Default and recommended value is 134217728 (128MB)

— Note: this is a client-side setting

dfs.replication
Set in HDFS / Service-Wide / Replication

— The number of times each block should be replicated when a file is written

— Default and recommended value is 3

— Note: this is a client-side setting

06-30
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HDFS Trash Interval

fs

Use Trash
Set in HDFS / Gateway Group

When a file is deleted using the Hadoop shell, it is moved to the . Trash directory in
the user’s home instead of being immediately deleted

Supports data recovery

Default in Cloudera Manager: true

Recommendation: true

If fs.trash.intervalisenabled, then this setting is ignored

To recover a file, move it to a location outside the . Trash subdirectory

.trash.interval
Set in HDFS / NameNode Group

Specifies the minimum number of minutes files will be kept in the trash
CM Default : 1 day (1440 minutes)
Setting this to O disables the trash feature

cloudera
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HDFS Memory Settings

= |deal heap size will vary by use case
= Recommended to reserve 3GB of available memory for the OS
" NameNode: 1GB per million blocks (recommended minimum 4GB)

= DataNode: recommend 1GB min, 4GB max

Seting Defau

DataNode Java Heap Size of DataNode 1GB
DataNode Maximum Memory Used for Caching 4GB
Failover Controller * Java Heap Size 256MB
JournalNode * Java Heap Size 256MB
NameNode Java Heap Size 1GB
HDFS Balancer Java Heap Size of Balancer 1GB

* Applicable to HA HDFS only
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Daemon Logs vs. Application Logs

= Hadoop Daemon logs
— Include the logs for the NameNode, DataNodes, NodeManager, JobHistory
Server, and others
= Application logs
— Include logs from YARN containers

— Application Masters, MapReduce tasks, Spark executors

= Alllogs have these threshold options:
— TRACE, DEBUG, INFO, WARN, ERROR, FATAL
— INFOis the default

06-34
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Log Management

= Every Hadoop cluster daemon writes to a different log file
—  Without log management

— Harder to know where to look for critical logged information about your
cluster

— Requires the administrator to ssh into individual machines to examine the
log files

— Difficult to consolidate logs from the same time period across different
machines
" Cloudera Manager provides comprehensive log management
— Contextualizes all system logs from across the cluster

— Allows you to search and filter by service, role, host, keyword, and severity

cloudera 06



Daemon Logs—Retention

= Configure log retention in the relevant Role Groups
— In YARN Configuration
— NodeManager, ResourceManager, JobHistory Server
— In HDFS Configuration

— DataNode, NameNode, JournalNode

= Cloudera Manager Default Values
— Maximum size of generated log files = 200MB
— Number of rolled log files retained = 10
— Maximum disk space for logs for each component
— 200MB per log x 10 rolled = 2GB

06-36
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Hadoop Daemon Logs

= Daemon logs exist on all machines running at least one Hadoop daemon

— Find/modify all log directory locations using Cloudera Manager

ClOUdeI’a Clusters + Hosts » Diagnostics ¥ Audits Charts ¥+ Backup ¥  Administrat

Cluster 1 (coHs.9.0. Parceis) | Actions ~

Status Configuration ~

Database Settings

Status Charts
Disk Space Thresholds
i8] Local Data Directories and Files Cluster CPU
® ©] LogDirectories -
@ Navigator Settings -
® & Ports -
ry Suppressed Health and Configuration Issues

= Every daemon writes to two files
— .out file: combination of stdout and stderr during daemon startup

— . log file: first port of call when diagnosing problems
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Changing Daemon Log Levels Persistently

= Persistent log level for each daemon configured in Cloudera Manager

In the Configuration area for each service, search “logging threshold”

= Default level is INFO

cloudera

cloudera

YARN (M R2 Included)[cmmem} Actions ~

Status Instances Configuration Commands Applications Resource Pools Charts Library Audits

Filters

v SCOPE

VARN (MR2

Gateway

Clusters ¥ Hosts ~ Diagnostics ¥ Audits Charts ~ Backup ~  Administration

logging threshold|

Gateway Logging
Threshold

JobHistory Server

NodeManager
ResourceManager
¥ CATEGORY
Comp JobHistory Server
Logs Logging Threshold

Copyright © 2010-2018 Cloudera. All rights reserved. Not to be reproduced or shared without prior written consent from Cloudera.

Gateway Default Group

~) TRAGE
") DEBUG
© INFO

) WARN

~) ERROR
) FATAL

JobHistory Server Default Group
) TRACE

~) DEBUG

© INFO

~) WARN

o LIf m Support *+  admin -

Web Ul ~ Quick Links ~

Switch to the classic layout

Role Groups

Today, 4:15 PM PST

History and Rollback

Show All Descriptions

e
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Consolidated and Searchable Logging (1)

= Logs are consolidated and searchable using Cloudera Manager

CIOUdera Clusters * Hosts * Diagnostics

H ome Events

Status All Health Issues  Coniiguration [72%) ~ All Rece ServerLog

Choose Diagnostics > Logs

Set filters described below, enter search term(s), and click Search

cloudera Clusters ¥ Hosts ¥ [Diagnostics ~ Audits Charts + Backup ~ Administration ~ g L8 n Support ~  admin -

Logs

Additional Settings

4 Today, 4:18 PM PST ||~ ¢

30m 1h 2h 6h 12h 1d 7d Bﬂda

+ Select Sources Hosts | Enter a host name

Minimum Log Level INFO

@ All Sources

Cluster 1
» @Flume » @Impala
» @HDFS P> B 0ozie
» B Hive » @ Spark

> B Hue » € YARN (MR2 Included)

Cloudera Management Service Cloudera Manager
» B ZooKeeper P ECloudera Management Service » [ Cloudera Manager

cloudera

Copyright © 2010-2018 Cloudera. All rights reserved. Not to be reproduced or shared without prior written consent from Cloudera.

06-39



Consolidated and Searchable Logging (2)

= Search results include all log entries that match the filters applied

Every log entry presented includes a View Log File link which opens the Log
Details page

" Log Details page shows a portion of the full log

cloudera

Download Full Log option available

cloudera

Log Details

Host elephant Change

Clusters * Hosts ~  Diagnostics Audits  Charts =

Role NameMNode - Crjange

File /var/log/hadoop-hdfs/hadoop-cmf-hdfs-NAMENODE-elephant.log.oul BRsT et o1 [N R |

@ & |November 18, 2016 5:30 PM - November 18, 2016 5:32 PM

Nov 18, 5:30:50.254 PM

Nov 18, 5:30:50.262 PM

Nov 18, 5:30:50.341 PM
Nov 18, 5:30:50.353 PM
MNov 18, 5:30:50.407 PM
MNov 18, 5:30:50.407 PM
MNov 18, 5:30:50.407 PM
MNov 18, 5:30:50.407 PM
Nov 18, 5:30:50.441 PM
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WARN

WARN

INFO
INFO
INFO
INFO
INFO
INFO
WARN

org.apache.hadoop.hdfs server.namenode.FSNamesystem

org.apache.hadoop.hdfs server.namenode.FSNamesysten

org.apache.hadoop.hdfs server.namenode.FSNamesystem
org.apache.hadoop.hdfs server.namenode. FSNamesystern
org.apache. hadoop.util. HostsFileReader
org.apache.hadoop.util. HostsFileReader
org.apache hadoop.util. HostsFileReader
org.apache.hadoop.uti.HostsFileReader

com.cloudera.cmf.event.publish.EventSiorePublisherWithRetry

Administration =

% 43 _ Support *  admin

Only one image storage directory (dfs.namenode.name.dir) config

Only one namespace edits storage directory (dfs.namenode.edits.
directories!

No KeyProvider found.

fsLock is fair:true

Adding
Adding
Adding
Adding
Failed

19.@.13.208 to
19.9.13.218 to
19.8.13.211 to

10.9.13.209 to

the
the
the

the

list
list
list

list

of
of
of

of

included hosts
included hosts
included hosts

included hosts

from
from
from

from

to publish event: SimpleEvent{attributes={ROLE
SERVICE=[hdfs], HOST_IDS=[62672eed-2c10-4326-9d13-91edd5c3c543]
[EV_LOG_EVENT]}, content=0Only one image storage directory (dfs.

fvar/run/
fvar/run/
fvar/run/
/var/run/

_TYPE=[NAF
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YARN Application Logging

= YARN generates logs for all the applications it runs
= Assists application developers and system administrators

" One log generated per YARN container

Log aggregation collects these together
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YARN Application Logging Settings

yarn.log-aggregation—-enable
Set in YARN / Service-Wide

— Enable log aggregation. Default: true. Recommendation: true.

— Used by the NodeManagers

yarn.nodemanager.remote-app-log-dir
Set in YARN / NodeManager Group

— HDFS directory to which application log files are aggregated
— Default: /tmp/logs. Example: /var/log/hadoop-yarn/apps
— Used by NodeManagers and the JobHistoryServer

yarn.nodemanager.log-dirs
Set in YARN / NodeManager Group

— Local directories to which application log files are written
— If logis aggregation enabled, these files are deleted after an application completes

— Default: /var/log/hadoop-yarn/container

— Used by NodeManagers

cloudera 0o



YARN Resource Localization

yarn.nodemanager.local-dirs
Set in YARN / NodeManager Group
— Directories in which local resource files are stored

— In MapReduce, intermediate data files generated by the Mappers and used by the
Reducers are local resource files

— Spark applications also make use of local resource files

— If these directories are not big enough, then jobs (applications) will fail
— Example: /diskl/yarn/nm, /disk2/yarn/nm

— Used by NodeManagers

cloudera oo
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Essential Points

= Manage clusters and services in Cloudera Manager

= Role Groups and settings inheritance allow for organized management of
configuration settings

= Hadoop configurations are configurable in Cloudera Manager

— Pushedto /var/run/cloudera-scm-agent/process sub-directory
of cluster nodes where daemons run

= Hadoop daemons log thresholds, locations, and retention are configurable

= Access daemon logs from Cloudera Manager, the NameNode Web Ul, and the
ResourceManager Web Ul
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Hands-On Exercise: Explore Hadoop Configurations and Logs

= In this exercise, you will apply a configuration change, observe where
configuration settings are stored on disk, and examine Hadoop daemon log

files

=  Please refer to the Hands-On Exercise Manual for instructions
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Getting Data Into HDFS

In this chapter, you will learn

®" How to import data into HDFS with Apache Flume
= How to import data into HDFS with Apache Sqoop
=  What REST interfaces Hadoop provides

= Best practices for importing data

cloudera o7



Getting Data Into HDFS

" You can use the hdfs dfs command to copy data into and out of HDFS

= In this chapter, we will explore several Hadoop ecosystem tools for accessing

HDFS data from outside of Hadoop

We can only provide a brief overview of these tools; consult the

documentation at http://docs.cloudera.com/ for full details on
installation and configuration
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Apache Flume: Basics

= Flume is a distributed, reliable, available service for efficiently moving large
amounts of data as it is produced

— Ideally suited to gathering logs from multiple systems and inserting them
into HDFS as they are generated
®= Flume is an open source Apache project
— Initially developed by Cloudera
— Included in CDH

" Flume’s design goals
— Reliability
— Scalability
— Extensibility

07-6

cloudera



Flume: Usage Patterns

" Flume is typically used to ingest log files from real-time systems such as Web
servers, firewalls, and sensor networks into HDFS

= Currently in use in many large organizations, ingesting millions of events per
day

07-7
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Flume: High-Level Overview

Writes to multiple HDFS file
formats (text, SequencerFile,
JSON, Avro, others)

Parallelized writes across many
collectors — as much write
throughput as required

batch

encrypt

Optionally pre-process incoming
< - data: perform transformations,
suppressions, metadata
enrichment

Each agent can be configured
with an in-memory or durable
channel.

cloudera® Copyright © 2010-2018 Cloudera. All rights reserved. Not to be reproduced or shared without prior written consent from Cloudera.
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Flume Agent Characteristics

= Each Flume agent has a source and a sink

" Source

— Tells the node where to receive data from

= Sink

— Tells the node where to send data to

= Channel
— A queue between the Source and Sink
— Can be in-memory only or durable

— Durable channels will not lose data if power is lost

Copyright © 2010-2018 Cloudera. All rights reserved. Not to be reproduced or shared without prior written consent from Cloudera. 07-9
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Flume’'s Design Goals: Reliability

®= Channels provide Flume'’s reliability
— Memory Channel
— Data will be lost if power is lost
— Disk-based Channel
— Disk-based queue guarantees durability of data in case of a power loss

— File Channel

= Data transfer between Agents and Channels is transactional

— Afailed data transfer to a downstream agent rolls back and retries

= Can configure multiple Agents with the same task

— Two Agents doing the job of one “collector” —if one agent fails, then
upstream agents would take over

07-10
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Flume’'s Design Goals: Scalability

= Scalability

— The ability to increase system performance linearly—or better—by adding
more resources to the system

—  Flume scales horizontally

— As load increases, more machines can be added to the configuration

cloudera o



Flume’s Design Goals: Extensibility

= Extensibility
— The ability to add new functionality to a system
= Flume can be extended by adding Sources and Sinks to existing storage layers
or data platforms
— General Sources include avro, netcat, http and spooldir
— General Sinks include Llogger, file_roll, avro and hdfs

— Developers can write their own Sources or Sinks

07-12
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Installing, Configuring, and Starting Flume

" |nstall (part of CDH)
— Use Cloudera Manager’s Add a Service wizard

— If not using Cloudera Manager, install using package

= Configure Agent Nodes in Cloudera Manager
— Go to Flume > Instances > Agent Configuration page
— Agent source, sinks, channels, and flow settings deployed to
/var/run/cloudera-scm-agent/process/nn-flume-AGENT

= Start Flume agent(s) in Cloudera Manager

07-13
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Agent Configuration Example (1)

= tail -F of afile as the source, downstream node as the sink

taill.
taill.
taill.

taill.
taill.
taill.

taill.
taill.

taill.
taill.
taill.
taill.
taill.

sources = srcl
channels = chl
sinks = sinkl sink2

sources.srcl.
sources.srcl.
sources.srcl.

channels.chl.
channels.chl.

type = exec
command = t
channels =

type = memo
capacity =

sinks.sinkl.type = avro
sinks.sinkl.hostname = 1
sinks.sinkl.port = 6000
sinks.sinkl.batch-size =
sinks.sinkl.channel = ch

ail -F /tmp/access_log
chl

ry
500
ocalhost

1
1

cloudera
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Agent Configuration Example (2)

= Upstream node as the source, HDFS as the sink

collectorl.sources = srcl
collectorl.channels = chl
collectorl.sinks = sinkl

collectorl.sources.srcl.type = avro
collectorl.sources.srcl.bind = localhost
collectorl.sources.srcl.port = 6000
collectorl.sources.srcl.channels = chl

collectorl.channels.chl.type = memory
collectorl.channels.chl.capacity = 500

collectorl.sinks.sinkl.type = hdfs
collectorl.sinks.sinkl.hdfs.path = /collector_dir
collectorl.sinks.sinkl.hdfs.filePrefix = access_log
collectorl.sinks.sinkl.channel = chl

cloudera
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Large-Scale Deployment Example

= Flume collects data using configurable agents
— Agents can receive data from many sources, including other agents
— Large-scale deployments use multiple tiers for scalability and reliability

— Flume supports inspection and modification of in-flight data

>
Intrusion Detection ——r,. Flume Agent
System (Palo Alto) e
L, Flume Agent >
T —
Flume Agent Hadoop Cluster
Web Server 1 (NYC) ——»|| Convertto UTC
———— Compress T
Web Server 2 (NYC) - Encrypt
T e FlumE Agen-l
Flume Agent Decrypt
Web Server 3 (SF) ™| [ Convert to UTC Uncompress
e J
Web Server 4 (SF) > Compress
e ——————— Encrypt
"
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Hands-On Exercise: Using Flume to Put Data into HDFS

= In this exercise, you will install the Flume service and then create two simple
Flume agents configured to store dynamically-generated data in HDFS

= Please refer to the Hands-On Exercise Manual for instructions

cloudera

data generator

. Wwrites accesslog-gen.bash
tmp/access_log |-= o Amplaccess._log
v
SO}.IFCB Channel Sink
(tails | (in memory) »| (avro format
access_log) to horse:6000)
“tail1” Flume agent
elephant

~

-
Source Channel Sink \
(avro format | (in memory) »| (to HDFS) HDFS
horse:6000)

“collector1” Flume agent
horse

~

-

§ tiger

e

§ monkey

cluster
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What is Apache Sqoop?

I”

" Sqgoop is “the SQL-to-Hadoop database import too
— Open-source Apache project, originally developed at Cloudera
~— Included in CDH

" Designed to import data from RDBMSs (Relational Database Management
Systems) into HDFS
— Can also send data from HDFS to an RDBMS

= Supports importing to and exporting from many Hadoop file types
— Hive tables
— Avro files
— Parquet files
— HBase tables

— Accumulo tables

" Uses JDBC (Java Database Connectivity) to connect to the RDBMS

cloudera 0720



How Does Sqoop Work?

= Sqoop examines each table and automatically generates a Java class to import
data into HDFS

= |t then creates and runs a map-only MapReduce job to import the data
— By default, four mappers connect to the RDBMS

— Each imports a quarter of the data

Hadoop Cluster

R T Submit MapReduce Jobs
. > o Map-Only
Tasks
—

e

<

Access Table )
Definitions and
Generate Classes RDBMS /
Data Warehouse / | 4
Document-Based E'“Porrtt Snt
System xport Data
\—-"
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Sqoop Features

= Imports a single table, or all tables in a database

= Can specify which rows to import via a WHERE clause

= Can specify which columns to import

®= Can provide an arbitrary SELECT statement

= Sgoop can automatically create a Hive table based on the imported data
=  Supports incremental imports of data

= Can export data from HDFS to a database table
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Sqoop Connectors

= Custom Sqoop connectors exist for higher-speed import from some RDBMSs
and other systems

— Provides faster performance
— Typically developed by the third-party RDBMS vendor

— Sometimes in collaboration with Cloudera

= Current systems supported by custom connectors include:
— Netezza
— Teradata

— Oracle Database (connector developed with Quest Software)
= Others are in development

= Custom connectors are often not open source, but are free

cloudera 07



Sqoop Usage Examples

= List all databases

S sqoop list-databases --username fred -P \
—-connect jdbc:mysql://dbserver.example.com/

= List all tables in the world database

S sqoop list-tables --username fred -P \
—-—connect jdbc:mysql://dbserver.example.com/world

= Import all tables in the world database

S sqgoop import-all-tables --username fred --password derf \
—-—connect jdbc:mysql://dbserver.example.com/world

cloudera o7
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The WebHDFS REST API

REST: REpresentational State Transfer

" Provides an HTTP/HTTPS REST interface to HDFS
— Supports both reads and writes from/to HDFS

Can be accessed from within a program or script

— Can be used via command-line tools such as cur 1l or wget

= |Installs with the HDFS service in Cloudera Manager
— Enabled by default (dfs.webhdfs.enabled)

= Requires client access to every DataNode in the cluster

= Does not support HDFS HA deployments

cloudera o7z



The HttpFS REST API

® Provides an HTTP/HTTPS REST interface to HDFS
— The interface is identical to the WebHDFS REST interface

= Installable part of the HDFS service in Cloudera Manager

— Choose to install it when install HDFS or Add Role Instances from existing
deployed HDFS service

— Installs and configure an HttpFS server

— Enables proxy access to HDFS for an httpfs user

= Requires client access to the HttpFS server only

— The HttpFS server then accesses HDFS

=  Supports HDFS HA deployments
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WebHDFS/HttpFS REST Interface Examples

= These examples will work with either WebHDFS or HttpFS
— For WebHDFS, specify the NameNode host and port (default: 50070)
— For HttpFS, specify the HttpFS server and port (default: 14000)

= Open and get the shakespeare. txt file

S curl -1 -L "http://host:port/webhdfs/v1l/tmp/\
shakespeare.txt?op=0PEN&ampuser.name=training"

= Make the myd-ir directory

S curl -1 -X PUT "http://host:port/webhdfs/vl/user/\
training/mydir?op=MKDIRS&user.name=training"
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What Do Others See As Data Is Imported?

®" When a client starts to write data to HDFS, the NameNode marks the file as
existing, but of zero size

— Other clients will see that as an empty file

= After each block is written, other clients will see that block

— They will see the file growing as it is being created, one block at a time

= This is typically not a good idea

— Other clients may begin to process a file as it is being written

cloudera 0730



Importing Data: Best Practices

= Best practice is to import data into a temporary directory

= After the file is completely written, move data to the target directory
— This is an atomic operation
— Happens very quickly since it merely requires an update of the NameNode's
metadata
= Many organizations standardize on a directory structure such as
— /incoming/<import_job_name> /<files>
- [for_processing/<import_job_name>/<files>
- Jcompleted/<import_job_name>/<files>

= |tis the job’s responsibility to move the files from for_processingto
comp leted after the job has finished successfully

= Discussion point: your best practices?

cloudera o7
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Essential Points

" You can install Flume agents on systems such as Web servers and mail servers
to extract, optionally transform, and pass data into HDFS

—  Flume scales extremely well and is in production use at many large
organizations
®" Flume uses the terms source, sink, and channel to describe its actors
— A source is where an agent receives data from
— Asink is where an agent sends data to

— Achannel is a queue between a source and a sink
= Using Sqoop, you can import data from a relational database into HDFS

= A REST interface is available for accessing HDFS

— To use the REST interface, you must have enabled WebHDFS or deployed
HttpFS

— The REST interface is identical whether you use WebHDFS or HttpFS
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Hands-On Exercise: Importing Data with Sqoop

= In this exercise, you will import data from a relational database using Sqoop

= Please refer to the Hands-On Exercise Manual for instructions

cloudera o7
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Planning Your Hadoop Cluster

In this chapter, you will learn:

®= What issues to consider when planning your Hadoop cluster

= What types of hardware are typically used for Hadoop nodes

= How to optimally configure your network topology

= How to select the right operating system and Hadoop distribution

= How to plan for cluster management
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Basic Cluster Configuration

Master Nodes

HDFS HDFS YARN YARN
NameNode Secondary Resource Manager Standby
NameNode* Resource Manager

Worker Nodes

YARN NodeManager YARN NodeManager YARN NodeManager YARN NodeManager
HDFS DataNode HDFS DataNode HDFS DataNode HDFS DataNode

YARN NodeManager YARN NodeManager YARN NodeManager
HDFS DataNode HDFS DataNode HDFS DataNode

*in this configuration, HDFS is not highly available. HA details discussed later.
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Thinking About the Problem

= Hadoop can run on a single machine
— Great for testing, developing

— Obviously not practical for large amounts of data

= Many people start with a small cluster and grow it as required
— Perhaps initially just four or six nodes

— As the volume of data grows, more nodes can easily be added

=  Ways of deciding when the cluster needs to grow
— Increasing amount of computation power needed
— Increasing amount of data which needs to be stored

— Increasing amount of memory needed to process tasks

08-6
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Cluster Growth Based on Storage Capacity

= Basing your cluster growth on storage capacity is often a good method

= Example:
— Data grows by approximately 3TB per week
— HDFS set up to replicate each block three times
— Therefore, 9TB of extra storage space required per week
— Plus some overhead—say, 25% of all disk space

— Assuming machines with 16 x 3TB hard drives, this equates to a new
machine required every four weeks

— Alternatively: Two years of data—1.2 petabytes—will require
approximately 35 machines

08-7
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Classifying Nodes

= Nodes are classified as either “worker nodes” or “master nodes”
= Worker nodes run DataNode, NodeManager, and Impala Server daemons

" Master nodes run either a NameNode daemon, a Standby NameNode (or
Secondary NameNode) Daemon, or a ResourceManager daemon

— On smaller clusters, NameNode and ResourceManager are often run on the
same machine

— Sometimes even Secondary NameNode is on the same machine as the
NameNode and ResourceManager

— Important that at least one copy of the NameNode’s metadata is stored
on a separate machine in case of catastrophic failure

08-9
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Worker Nodes—Recommended Configurations

= Typical configurations for worker nodes will vary based on the type of
workload you plan to run.
= For production workloads, a very typical configuration would be:
— 12-24 x 1-4 TB hard drives, in a non-RAID, JBODt configuration
— 2 of the drives for the OS, with RAID-1 mirroring
— Dual 8-core 3.0GHz or higher CPUs, 15MB cache
— 256GB RAM for running MR and Spark or Impala
— 384GB RAM for running MR and Spark and Impala
— Bonded Gigabit Ethernet or 10 Gigabit Ethernet

" Keep aratio of cores to hard drives greater than or equal to 1:1 (more cores
than disk is desirable)

= The amount of memory is going to be dependent on number of logical
containers used for Spark or MapReduce with extra for certain processes

= There is no one-size-fits-all approach that works for everyone

+JBOD: Just a Bunch Of Disks
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Worker Nodes—CPU

®= Hex- octo- and deca-core CPUs are commonly available
" Hyper-threading and quick-path interconnect (QPI) should be enabled

= Hadoop nodes are typically disk- and network-1/0 bound

— Therefore, top-of-the-range CPUs are usually not necessary

= Some types of Hadoop jobs do make heavy use of CPU resources
— Clustering and classification
— Complex text mining
— Natural language processing
— Feature extraction
— Image manipulation

" You might need more processing power on your worker nodes if your specific
workload requires it
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Worker Nodes—RAM (1)

= Worker node configuration specifies the amount of memory and number of
cores that map tasks, reduce tasks, and ApplicationMasters can use on that
node

= Each map and reduce task typically takes 2GB to 4GB of RAM
= Each ApplicationMaster typically takes 1GB of RAM
= Worker nodes should not be using virtual memory

= Ensure you have enough RAM to run all tasks, plus overhead for the DataNode
and NodeManager daemons, plus the operating system

®= Rule of thumb:
Total number of tasks = Number of physical processor cores minus one

This is a starting point, and should not be taken as a definitive setting for all
clusters
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Worker Nodes—RAM (2)

= Memory-intensive processing frameworks are being deployed on many
Hadoop clusters

— Impala

— Spark
= HDFS caching can also take advantage of extra RAM on worker nodes

= Good practice to equip your worker nodes with as much RAM as you can

— Memory configurations up to 512GB per worker node are not unusual for
workloads with high memory requirements

08-13
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Worker Nodes—Disk (1)

= Hadoop’s architecture impacts disk space requirements
— By default, HDFS data is replicated three times
— Temporary data storage typically requires 20-30 percent of a cluster’s raw
disk capacity
" In general, more spindles (disks) is better

— In practice, we see anywhere from four to 24 disks (or even more) per node

= Use 3.5inch or 2.5 inch disks
— 3.5inch are faster, cheaper, higher capacity

— 2.5inch are used by many for higher 1/0 workloads

= 7,200 RPM SATA/SATA Il drives are fine
— No need to buy 15,000 RPM drives

= 8x 1.5TB drives is likely to be better than 6 x 2TB drives

— Different tasks are more likely to be accessing different disks
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Worker Nodes—Disk (2)

= A good practical maximum is 36TB per worker node

— More than that will result in massive network traffic if a node dies and block
re-replication must take place

" Recommendation: dedicate 1 disk for OS and logs (potentially mirrored), use
the other disks for Hadoop data

= Mechanical hard drives currently provide a significantly better cost/
performance ratio than solid-state drives (SSDs)

" For hybrid clusters (both SSDs and HDDs), using SSDs for non-compressed
intermediate shuffle data leads to significant performance gains

cloudera e



Worker Nodes—Why Not RAID?

= Worker nodes do not benefit from using RAID+ storage

— HDFS provides built-in redundancy by replicating blocks across multiple
nodes

— RAID striping (RAID 0) is actually slower than the JBOD configuration used by
HDFS

— RAID 0 read and write operations are limited by the speed of the slowest
disk in the RAID array

— Disk operations on JBOD are independent, so the average speed is
greater than that of the slowest disk

— One test by Yahoo showed JBOD performing between 30% and 50%
faster than RAID 0, depending on the operations being performed

+RAID: Redundant Array of Inexpensive Disks

cloudera
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What About Blade Servers?

= Blade servers are not recommended
— Failure of a blade chassis results in many nodes being unavailable
— Individual blades usually have very limited RAM and hard disk capacity

— Network interconnection between the chassis and top-of-rack switch can
become a bottleneck

08-17
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Node Failure

= Worker nodes are expected to fail at some point

This assumption is built into Hadoop

NameNode will automatically re-replicate blocks that were on the failed
node to other nodes in the cluster, retaining the 3x replication requirement

ApplicationMasters will automatically re-assign tasks that were running on
failed nodes

ResourceManagers will relaunch ApplicationMasters running on failed nodes

= Master nodes are single points of failure if not configured for HA

If the NameNode goes down, the cluster is inaccessible

If the ResourceManager goes down, no new jobs can run on the cluster

" Configure the NameNode and ResourceManager for HA when running
production workloads

cloudera

08-18



Master Node Hardware Recommendations

= Carrier-class hardware
= Dual power supplies

= 4-6 1TB hard disks in a JBOD configuration
— 1for the OS
— 2 for the FS image (RAID 1 - mirrored)
— 1 for Apache ZooKeeper

— 1 for Journal node

® Dual Ethernet cards

— Bonded to provide failover
= 2 quad-/hex-/octo-core CPUs

® Reasonable amount of RAM
— 64-128GB recommended
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What About Virtualization?

=  Where circumstances permit, we recommend dedicated physical hardware for
your Hadoop cluster

Perfectly reasonable to use virtualization where data center restrictions
mean the use of dedicated hardware is not practical

= |If going the virtualization route:

Benchmark the performance of bare-metal vs. virtual to understand any
trade-offs specific to your setup

Shared storage can be a performance factor
— Use local disks (multiple local disks even better)
Typically no way to guarantee rack placement of nodes

Consider the possibility that all three replicas of a block could end up on the
same physical host

= Deployments can be local or in the cloud

cloudera
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Local Virtualization Options

= VMware vSphere
— Two storage options
— Isilon-based

— Locally attached
= EMC

— Isilon scale-out NAS

" F5BIG-IP

— Torun Impala HA
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Deploying CDH on VMware vSphere

= Deploy Cloudera software on VMware vSphere infrastructure

— Cloudera software supported is nearly identical to physical deployments

= Direct Attached HDFS Storage option
— VMs map physical disks to virtual disks (VMFS) or raw device mappings

= Shared Isilon-based HDFS storage option
— With this option, the VMs run only the compute part on the cluster
— Isilon acts as the HDFS/storage layer

= Deployment details for both storage approaches are in the Reference
Architecture documentation:

— http://www.cloudera.com/documentation/other/
reference-architecture.html
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Cloudera Cloud Deployment Models

= Lift and Shift (long-running)

— Migrate a cluster from local datacenter
to cloud

— High performance local storage (HDFS) PROCESS, ANALYZE, SERVE

STREAM SOoL SEARCH OTHER

— Common uses: Application delivery,
continuous data ingest, Bl, Analytics

DATA

OPERATIONS MANAGEMENT

FILESYSTEM | RELATIONAL

STORE

REAL-TIME

INTEGRATE

= Cloud-Native / \
— Often transient clusters o~ ;rf .[*;;1 -\\._
— Integration with cloud object store = :_E_: Ii =
— Common uses: elastic workloads %,
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Cloudera Director Overview

= Deploy and manage the lifecycle of Cloudera Enterprise clusters in the cloud
— Spin up, grow and shrink, terminate

— Unified view and management of cloud environments
= Multi-cloud and hybrid cloud support
" Run transient and permanent Hadoop clusters

= Elastically scale clusters

cloudera

Dashboard

Non- Host Physical
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Additional Benefits of Cloudera Director

= A 100% open-source Hadoop distribution

= Supports complex cluster topologies

= Compliance-ready security and governance
= Backup and disaster recovery

= Monitoring and metering tools
— Multi-cluster health dashboard

— Tracking for account billing

= Interface options
— Cloudera Director Server Web Ul
— REST API
— CLlI tools

cloudera e



Cloudera Director: Multi-Cloud Support

= Deploy on any cloud infrastructure
— Out of the box plug-ins for AWS, Azure, GCP

— Open plug-in framework

= Enterprise-grade
— All the benefits of Cloudera Enterprise
— Governance
— Security

— Management

1

iEramazon
U webservices

cloudera

@ Add Cloudera Manager
Whert revialoning & e Ciouders Ml

An Instance Templato.

= == Microsoft Azure
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Cloudera Director: Cluster Lifecycle Management

®  Cluster Lifecycle
— Cluster Templates
— Cluster Cloning

— Enable HA and Kerberos as part of bootstrap workflow

®  Cluster Management
— Consumption-based pricing
— Automated billing and metering
— Deployment across regions
— Usage-based billing
— AWS spot instance support
— External database options

— Cluster health monitoring across environments

= Manage Cloudera Director deployed clusters with Cloudera Manager

cloudera 082



Cloudera Director Cluster Management Example

=  Multi-Cloud, multi-cluster deployments from a single Director instance

— Ongoing management of each CDH deployment with Cloudera Manager

cloudera
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Transient Clusters

= Create a cluster for a particular job or workload

— Terminate it when no longer needed

= Potential for significant cost savings
— Leverage compute resources at time of need
— Avoid capital investment for equipment

— Pay for what you use pricing and spot instances support

= Example application: Provision differentiated services that use the same data

— VMs sized to process Spark jobs efficiently, separate from ingest/store

= Compartmentalize—isolate data/processing from different organizations in
smaller clusters

— Security and cost isolation/management

cloudera oea



Example Transient Cluster Working with Object Store

PERSISTENT Hp

cloudera

Cloudera
Director
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Object Store Support

= Benefits of Object Store

Durability and scalability
Cost

= Challenge of Object Store vs HDFS

Higher latency

= Cloudera support of Object Store

cloudera
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Common Workloads in the Cloud

" ETL/Modeling (data engineering)
— Transient clusters
— Elastic workloads
— Object storage centric (e.g., Amazon S3)

— Cloud-native deployment

" Bl/Analytics (Analytics database)
— Transient or persistent clusters

— Sized to demand

o U

— HDFS or object storage

— Lift-and-shift or cloud native deployments

= App Delivery (Operational database)
— Fixed clusters
— All HDFS storage
— Lift-and-shift deployments

cloudera oee



Getting Started with Cloudera Director on AWS

=  OQverview of steps
— Configure a Virtual Private Cloud (VPC) on AWS
— Create a Security Group in the VPC
— Launch an EC2 instance in the VPC to host Cloudera Director
— SSH to the instance and install Cloudera Director
— Login to the Cloudera Director Web Ul
— From Cloudera Director Web Ul

— Create a Cloudera Manager managed CDH cluster

® Detailed tutorial at http://tiny.cloudera.com/cdaws

cloudera e
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General Network Considerations (1)

= Hadoop is very bandwidth-intensive!

— Often, all nodes are communicating with each other at the same time
= Use dedicated switches for your Hadoop cluster
= Nodes should be connected to a top-of-rack switch

= Nodes should be connected at a minimum speed of 10Gb/sec
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General Network Considerations (2)

= Racks are interconnected via core switches

= Core switches should connect to top-of-rack switches at 10Gb/sec or faster
= Avoid oversubscription in top-of-rack and core switches

= Consider bonded Ethernet to mitigate against failure

= Consider redundant top-of-rack and core switches

cloudera 0e-a8



Hostname Resolution

= When configuring Hadoop, you will be required to identify various nodes in
Hadoop’s configuration files

= Use hostnames, not IP addresses, to identify nodes when configuring Hadoop

" DNS is preferred for hostname resolution (rather than /etc/hosts)
— Set hostnames to fully qualified domain name (FQDN)
— Each host must be able to:
— Perform a forward lookup on its own hostname
— Perform a reverse lookup using its own ip address
= Forward and reverse lookups must work correctly whether you are using DNS
or /etc/hosts for name resolution

— If the results do not match, major problems can occur

cloudera 0897
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Operating System Recommendations (1)

" Choose a distribution that you are comfortable administering

= CentOS: geared towards servers rather than individual workstations
— Conservative about package versions

— Very widely used in production

" RedHat Enterprise Linux (RHEL): RedHat-supported analog to CentOS

— Includes support contracts, for a price

" In production, we often see a mixture of RHEL and CentOS machines

— Often RHEL on master nodes, CentOS on workers

cloudera oe



Operating System Recommendations (2)

=  Ubuntu: Very popular distribution, based on Debian
— Both desktop and server versions available

— Use an LTS (Long Term Support) version

= SuSE: popular distribution, especially in Europe

— Cloudera provides CDH packages for SuSE

" Oracle Linux (OL)

cloudera 0842



Configuring The System (1)

" Do not use Linux’s LVM (Logical Volume Manager) to make all your disks
appear as a single volume

— As with RAID 0, this limits speed to that of the slowest disk

— Can also result in the loss of all data on the node if a single disk fails

" Check the machines’ BIOSS settings
— BIOS settings may not be configured for optimal performance

— For example, if you have SATA drives make sure IDE emulation is not enabled

" Test disk I/0 speed with hdparm -t

— Example:
hdparm -t /dev/sdal

— You should see speeds of 70MB/sec or more

— Anything less is an indication of possible problems

§BIOS: Basic Input/Output System

cloudera oo



Configuring The System (2)

= Hadoop has no specific disk partitioning requirements

— Use whatever partitioning system makes sense to you
" Mount disks with the noat-ime option

= Common directory structure for data mount points:
/data/<n>/dfs/nn
/data/<n>/dfs/dn
/data/<n>/dfs/snn
/data/<n>/mapred/local

= Reduce the swappiness of the system in /etc/sysctl.conf
— Setvm.swappinesstol

= Configure IPTables if required by your security policies—Hadoop requires
many ports for communication

— From Cloudera Manager’s Cluster page, choose Configuration > All Port
Configurations to see all ports used

cloudera e



Configuring The System (3)

= Disable Transparent Huge Page compaction
— Can degrade the performance of Hadoop workloads
— Open the defrag file of your OS to see if it is enabled

— Red Hat/CentOS: /sys/kernel/mm/\
redhat_transparent_hugepage/defrag

— Ubuntu/Debian, OEL, SLES: /sys/kernel/mm/\
transparent_hugepage/defrag

— Alinereading [always] never meansitis enabled
— Alinereading [never] always meansitis disabled

— To temporarily disable it

S sudo sh -c "echo 'never' > defrag_file_pathname"

— Add the following to /etc/rc.local to persist the change
echo never > defrag_file_pathname

cloudera o8



Filesystem Considerations

= Cloudera recommends that you use one of the following filesystems tested on
the supported operating systems:

— ext3: The most tested underlying filesystem for HDFS
— ext4: Scalable extension of ext3, supported in more recent Linux releases
— XFS: The default filesystem in RHEL 7

cloudera oeae



Operating System Parameters

" Increase the nofile ulimit for the cloudera—-scm user to at least 32K

— Cloudera Manager sets this to 32K in /usr /sbin/cmf-agent by default
= Disable IPv6

= Disable SELinux if possible
— Incurs a performance penalty on a Hadoop cluster
— Configuration is non-trivial

— When doing this, disable it on each host before deploying CDH on the cluster

= |nstall and configure the ntp daemon
— Ensures the time on all nodes is synchronized
— Important for HBase, ZooKeeper, Kerberos

— Useful when using logs to debug problems

08-47
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Java Virtual Machine (JVM) Requirements

" Always use the official Oracle JDK (http://java.com/)

— Only 64-bit JDKs from Oracle are supported
— Oracle JDK 7 is supported across all versions of Cloudera Manager 5 and CDH 5
— Oracle JDK 8 is supported in C5.3.x and higher

= Running CDH nodes within the same cluster on different JDK releases is not
supported
— JDKrelease across a cluster needs to match the patch level
— All nodes in your cluster must run the same Oracle JDK version

— All services must be deployed on the same Oracle JDK version

= For version specific information see:
- http://tiny.cloudera.com/jdk

cloudera o
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The Cloudera Manager Host Inspector

®" The Host Inspector checks for
many of the items just discussed
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inspector ran on all B hosts.
The following failures were observed in checking hostnames...

The following errors were found while looking for conflicting init scripts. Use 'chkconfig' to disable init
scripts to avoid conflicts with daemons managed by Cloudera Manager. Typically, you may be able to
continue with installation, but, afier a reboot, processes may fail 1o start because of a conflict. »

No errors were found while checking /etc/hosts.

All hosts resolved localhost to 127.0.0.1

All hosts checked resolved each other's hostnames correctly and in a timely manner.
Host clocks are approximately in sync (within ten minutes),

Host time zones are consistent across the cluster.

No users of groups are missing.

No conflicts detected between packages and parcels.

No kernel versions that are known 1o be bad are running.

Cloudera recommends setting /proc/sysivm/swappiness o 0. Current setting is 10. Use the sysctl

Transparent Huge Pages is enabled and can cause significant performance problems. Kemel with
release ‘CentOS release 6.2 (Final)’ and version '2,6.32-220.7.1 el6.x86_64" has enabled set to
‘[always] never' and defrag set to [always] never'. Run “echo never >
Isysikemel/mm/redhal_transparent_hugepage/defrag” to disable this, then add the same command to
an nit script such as /etcirc.local so it will be set upon system reboot. Alternatively, upgrade to RHEL
6.5 or later, which does not have this bug. The following hosts are affected: »
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Essential Points

" Master nodes run the NameNode, Standby NameNode (or Secondary
NameNode), and ResourceManager

— Provision with carrier-class hardware and lots of RAM

= Worker nodes run DataNodes and NodeManagers
— Provision with industry-standard hardware

— Consider your data storage growth rate when planning current and future
cluster size

= RAID (on worker nodes) and virtualization can incur a performance penalty

= Make sure that forward and reverse domain lookups work when configuring a
cluster

= Consider Cloudera Director and Cloud Options for cost savings / other benefits

cloudera oet
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Installing and Configuring Hive, Impala, and Pig

In this chapter, you will learn:
= Hive features and basic configuration
= Impala features and basic configuration

" Pig features and installation

cloudera e



Note

= Note that this chapter does not go into any significant detail about Hive,
Impala, or Pig

= Our intention is to draw your attention to issues System Administrators will
need to deal with, if users request these products be installed

— The Cloudera Data Analyst Training course provides detailed information
about how to use these three components

09-4
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What is Hive?

= Hive is a high-level tool that uses an SQL-like syntax to query HDFS data
— Fulfills queries by running MapReduce jobs on the cluster

Automatically runs the jobs, and displays the results to the user

Hive is an open source Apache project originally developed at Facebook

HiveQL Query MapReduce Jobs

----------------

SELECT id, fname, lname, city, unpaid
FROM accounts

|
JOIN billing ' G‘x‘\
ON accounts.acct num = billing.acct num = 4..
WHERE state = 'CA’

AND unpaid > 100 IVE
ORDER BY unpaid DESC; ! hadﬂﬂ !
L]
3

® Motivation

Many data analysts are familiar with Structured Query Language (SQL)

SQL is in effect the standard for querying data in Relational Database
Management Systems (RDBMSs)

Data analysts often less familiar with programming languages like Java
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How Hive Works

= A Hive table is a directory of data in HDFS with associated metadata

= Tables are created by describing pre-existing data in HDFS

CREATE TABLE products (
id INT,
name STRING,
price INT

)3

ROW FORMAT DELIMITED

FIELDS TERMINATED BY '\t';

" Metadata (table structure and path to data) is stored in an RDBMS

Metadata8n&DBMS Look up table
structure and path

o
= | _©

Read table data

Data&8n&DFS

1

billing |

=

cloudera
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Hive Tables

= A Hive Table represents an HDFS directory
— Hive interprets all files in the directory as the contents of the table
— Hive stores information about how the rows and columns are delimited
within the files in the Hive Metastore
" Tables are created as either managed or external
— Managed
— If the table is dropped, the schema and the HDFS data is deleted
— External

— If the table is dropped, only the table schema is deleted

" The default location for any table is /user /hive/warehouse
— This path can be overridden by using the LOCATION keyword

09-8
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Hive Is Not an RDBMS

" Note that Hive is not an RDBMS!
— Results take several seconds, minutes, or even hours to be produced
— Not possible to modify the data using HiveQL
— UPDATE and DELETE are not supported

cloudera 07



Hive Basic Architecture

Beeline CLI

Hue (Web Ul)

JDBC or ODBC
applications acting as
Hive clients

cloudera

Hadoop Cluster

ZooKeeper ZooKeeper |  ZooKeeper
ZooKeeper Ensemble
IMetadata access I Metadata changes
Hive
! Thrift
HiveServer2 T Metastore
Server
Submit Create or access
MapReduce JDBC| Hive schema
Jobs definitions

Database

Mappers || Reducers
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Hive Service Roles Installed by Cloudera Manager

® Hive Metastore Server

Manages the remote Metastore process

= HiveServer2

Supports the Thrift APl used by clients

Has a Hive CLI named Beeline

= Hive Gateway

cloudera

To deploy Hive client configurations to specific nodes in the cluster, add the
Hive Gateway role instance to those nodes

— Nodes with the Gateway role instance will receive the latest client
configurations when you choose Deploy Client Configuration from
Cloudera Manager

Client Configuration files can also be manually downloaded and distributed
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Hive Metastore Server and Deployment Mode Options

= Hive Metastore Server (Remote mode)
— Recommended deployment mode
— Datastore resides in a standalone RDBMS such as MySQL

— HiveServer2 and other processes, such as Impala, communicate with the
metastore service via JDBC

— Advantage over Local mode:

— Do not need to share JDBC login information for metastore database with
each Hive user

® Local mode

— Functionality of Metastore Server embedded in the HiveServer process

— Database runs separately, accessed via JDBC

= Embedded mode
— Supports only one active user—for experimental purposes only
— Uses Apache Derby, a Java-based RDBMS

09-12
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HiveServer2

= HiveServer2 runs Hive as a server

A container for the Hive execution engine

Enables remote clients to execute queries against Hive and retrieve the
results

Accessible via JDBC, ODBC, or Thrift
Example clients: Beeline (the Hive CLI), Hue (Web Ul)

=  Supports concurrent queries from more than one Hive client

cloudera

Why is concurrency support needed?

— Example: a Hive client issues a DROP TABLE command, while at the
same time another Hive client running on a different machine runs a
SELECT query against the same table

Hive concurrency requires ZooKeeper to guard against data corruption
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HiveServer2 Uses ZooKeeper

= ZooKeeper is a distributed coordination service for Hadoop

— Allows processes to share information with each other in a reliable and
redundant way

" Used for many purposes

— Examples: Leader election, distributed synchronization, failure recovery

= ZooKeeper always runs on an odd number of machines
— Called a “ZooKeeper ensemble”

— Makes the service highly available

= HiveServer2 uses ZooKeeper to support concurrent clients

— Client processes could be running on different machines

=  Other Hadoop components can share the same ZooKeeper ensemble
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Installing and Starting a ZooKeeper Ensemble

= |Install a ZooKeeper ensemble on an odd number of hosts
— Typically three hosts

= Each ZooKeeper server process should ideally have its own dedicated disk on
the node on which it runs

" |In Cloudera Manager, choose Add Service for the cluster
— Choose ZooKeeper and install to three hosts

— Start the ZooKeeper servers

= If a majority of the ZooKeeper servers in the ensemble are available, then the
ZooKeeper service will be available

09-15
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Installing and Configuring Hive (1)

1. Configure a connector to the remote RDBMS

S sudo yum install mysql-connector-java

2. Create a metastore database in your RDBMS

CREATE DATABASE metastore;

3. Create a database user with appropriate privileges

USE metastore;

CREATE USER 'hiveuser'@'%' IDENTIFIED BY \
'password’;

REVOKE ALL PRIVILEGES, GRANT OPTION FROM \
'hiveuser'@'%';

GRANT SELECT,INSERT,UPDATE,DELETE, \

LOCK TABLES,EXECUTE,CREATE,ALTER \

ON metastore.* TO 'hiveuser'@'%';

09-16
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Installing and Configuring Hive (2)

4. Install ZooKeeper ensemble

5. Run the Add Service; wizard in Cloudera Manager

= Choose to install Hive

= Specify ZooKeeper as a prerequisite

= Point to the metastore database

® Cloudera Manager Installs the Hive service
— Creates Hive Metastore database tables in the RDBMS you specify
— Creates Hive user and warehouse directories in HDFS
— Installs Hive Metastore Server and HiveServer2 roles

— Deploys client configuration files to Hive Gateway node(s)

cloudera o7



Using the Beeline CLI

® Connect Beeline to HiveServer2

= Define Hive tables or run HiveQL queries

[trainingRelephant ~]$ beeline -u jdbc:hive2://elephant:10000 -n training
scan complete in 4ms

Connecting to jdbc:hive2://elephant:10000

Connected to: Apache Hive (version 0.12.0-cdh5.0.0)

Driver: Hive JDBC (version 0.12.0-cdh5.0.0)

Transaction isolation: TRANSACTION_REPEATABLE_READ

Beeline version 0.12.0-cdh5.0.0 by Apache Hive

0: jdbc:hive2://elephant:10000> SELECT COUNT(*) FROM movierating;

1 row selected (83.514 seconds)

©: jdbc:hive2://elephant:10000> !quit
Closing: org.apache.hive.jdbc.HiveConnection
[trainingRelephant ~]$

cloudera
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Hive on Spark or MapReduce

®" For many years MapReduce was the only execution engine in the Hadoop
ecosystem

= More recently Spark has become the engine of choice

" There are two main reasons for enabling Hive to run on Spark:
— To improve the Hive user experience

— To streamline operational management for Spark shops

09-19
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Configuring Hive on Spark or MapReduce

= Hive in CDH supports two execution engines: MapReduce and Spark

= Execution engine used by Beeline—can be set per query
— Runthe set hive.execution.engine=engine command

— Where engine is either mr or spark. The default ismr

" Cloudera Manager (Affects all queries, not recommended)
— Configuration tab of Hive service

— Setthe Default Execution Engine to MapReduce or Spark. The
default is MapReduce.

09-20
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What Is Apache Impala (incubating)?

= A 100% open-source project created at Cloudera
— Uses the same Apache software license as Hadoop itself

= Like Hive, Impala allows users to query data in HDFS using an SQL-
like language \

\

= Unlike Hive, Impala does not turn queries into MapReduce jobs

— Impala queries run on an additional set of daemons that run on
the Hadoop cluster

— Often referred to as “Impala Servers”

Impala queries run significantly faster than Hive queries

— Tests show improvements of 10x to 50x or more

Impala also supports many simultaneous users much more efficiently than
Hive

= |mpala uses the same shared Metastore that Hive uses

— Tables created in Hive are visible in Impala (and vice versa)
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The Impala Shell

= The Impala Shell is an interactive tool similar to the Beeline shell for Hive

= Execute impala-shell command to start the shell, then run queries

— Some log messages truncated to better fit the slide

$ impala-shell

Connected to elephant:21000

Server version: impalad version 2.1.0-cdh5
Welcome to the Impala shell.

[elephant:21000] > SELECT acct_num, first_name,
last_name FROM accounts WHERE zipcode='90210’;

| acct_num | first_name | last_name |
tm————————— tmm—— tmm——————————— +
| 6029 | Brian | Ferrara |
| 9493 | Mickey | Kunkle |
tm————————— tmm—— tmm——————————— +
Fetched 2 row(s) in 0.01s

> quit;
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Components of Impala (1)

= Impala shares the Hive Metastore

= |Impala Daemon—typically runs on each worker node in the cluster
— Colocated with the HDFS DataNode
— Accepts queries from the impala-shell, Hue, JDBC, or ODBC
— Checks the local metadata cache
— Distributes the work to other Impala Daemons in the cluster

— Daemons read and write to data files and stream results to the client
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Components of Impala (2)

= Two other daemons running on master nodes support query execution
— Impala State Store (one per cluster)
— Provides lookup service and status checks for Impala daemons
— Impala Catalog Server (one per cluster)

— Relays metadata changes to all the Impala Daemons in a cluster

09-25
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Installing Impala

= To install Impala, run the Add a Service wizard in Cloudera Manager
— Choose to install Impala
— Specify HDFS and Hive as the prerequisites
— Cloudera Manager Installs the Impala service
— Installs Impala Catalog Server, Impala StateStore, and the Impala Daemons
— Creates Impala user directory in HDFS

— Deploys the Impala Client (impala-shell) to all nodes in the cluster that
have the Impala Daemon

09-26

cloudera



Impala Performance Configuration

=  Short-Circuit Reads are enabled in HDFS property settings when Impala is
installed using Cloudera Manager

— To find the setting, search for “shortcircuit”

cloudera Clusters ~ Hosts ~ Diagnostics ~ Audits Charts ~ Backup ~  Administration ~

H DFS (Cluster 1) = Actions ¥

Status Instances Configuration -] Commands File Browser Charts Library Cache Statistics  Audits NameNode V

Switch to the classic layout

Filters _—
shortcireuit
¥ SCOPE
Enable HDFS Short- ice-Wi
HDFS (Service-Wide) e HDFS (Service-Wide)
Circuit Read

dfs.client.read. shortcircuit

= Short-Circuit Reads improves Impala’s performance
— Impala can bypass the DataNode when reading data
— Read HDFS file blocks directly

cloudera i



Impala Daemon Memory Configuration

= Configure the amount of system memory available to the Impala Daemon
— Configure in Cloudera Manager’s Impala Configuration page
— Run a search for “Impala Daemon Memory Limit”
— Default value: (empty)—allows Impala to pick its own limit

— Set as needed based on system activity, example: 64GB

cloudera Clusters * Hosts ¥ Diagnostics ¥ Audits Charts ¥ Backup ¥ Administration ~

Impala {Cluster 1) | Actions~

Status Instances Configuration Commands Queries Charts Library Best Practices Audits Web Ul ~ Quick Links ~

Switch to the classic layout

Filters - -
Impala Dasmon Memaory Limit merm_limit
¥ SCOPE
Impala Daemon Memory  Impala Daemon Default Group  C

Limt 64 | GiB s
mem_limit

Impala Dasmon

— The setting is ignored when Dynamic Resource Pools is enabled

— Dynamic Resource Pools discussed in a later chapter
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Impala Queries in Cloudera Manager

" |In Cloudera Manager, choose Impala Queries; from the Clusters menu

— Options to filter queries and view query details

ClOUdera Clusters ¥ Hosts * Diagnostics * Audits Charts * Backup * Administration ~ @@ 45 n Support *  admin ¥

Impalatcluster 1) Actions ~ 4 Dec 15,5:00 PM PST B W [~ ¢

Status Instances Configuration Commands Querles Charts Library Best Practices Audits Web Ul ~ Quick Links ~

Search for Impala queries, e.g. 'rows_produced > 1000, or press space to start Search |~ 30m 1h 2h 6h 12h 1d 7d 30d

Workload Summary Results Charts Export Select Attributes
(For Completed Queries)
12/15/2016 4:39 PM - select * from movierating limit 5 -
Aggregate Peak Memory 4k 12/15/2016 4:39 PM )
training ase: default
Usage Query Detalls
er e: QUERY G jator: horse
] 7.6 MiB - 11.4 MiB Duration: 41ms Rows Produced: 0 User's Impala queries
22.9 MiB - 26.7 MiB 1 HDFS Bytes Read: 3 MiB Threads: CPU Time: 22ms Queries in the same YARN pool
Duration ah 12/15/2016 4:39 PM - select * from movierating -
— 12/15/2016 4:39 PM
Oms - 1s User: training Database: default
e 2s - 3s I QUERY ( ator: horse
de-se Duration: s Rows Produced: 63488
ealk Memory Usage: 246 MiB  Threads: CPU Time: Oms

PRT N TN o 5
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What Is Pig?

= Pigis a client-side application for data analysis and processing on Hadoop

Open source Apache project originally created at Yahoo

= Pig supports high-level data processing
— Alternative to writing low-level MapReduce code

Especially good at joining and transforming data

— Like Hive, executes as MapReduce jobs
= Provides a scripting language known as Pig Latin for processing data

= Use Pig interactively via the Grunt shell

5 pig
grunt> fs -1s;

cloudera o7



Sample Pig Script

= A Pig Latin script consists of
— One or more LOAD statements to read in data
— Transformation statements to process the data

— A DUMP statement or STORE statement to generate the output

= Example Pig Script

movies = LOAD '/data/films' AS

(id:int, name:chararray, year:int);
ratings = LOAD '/data/ratings' AS

(movie_1id: int, user_id: 1int, score:int);

jnd = JOIN movies BY 1id, ratings BY movie_id;
recent = FILTER jnd BY year > 1995;

srtd = ORDER recent BY name DESC;

justafew = LIMIT srtd 50;

STORE justafew INTO '/data/pigoutput';
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Installing Pig

" Pig runs as a client-side application

= Pigis installed when the Cloudera Manager Agent is installed to a host and the
CDH parcel is downloaded, distributed, and activated

— Even if noroles are installed to the host

" Pig can also be installed standalone

— Example: sudo yum install pig

09-33
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Cloudera Search

= Cloudera Search provides an interactive full-text search capability for data in
your Hadoop cluster

— Makes the data accessible to non-technical audiences

— Compare: Write code for Spark or MapReduce vs SQL queries vs use a search
engine

— Foundation of Cloudera Search is Apache Solr

— High-performance, scalable, reliable

— Indexing and query can be distributed

— Open source, standard Solr APIs and Web U

— Supports 30 languages

— Integration with HDFS, MapReduce, HBase, and Flume
— Support for common Hadoop file formats

— Hue web-based dashboard and search interface

— Apache Sentry access control

cloudera 07



Indexing

= Data must be indexed prior to search

— Indexing involves data extraction, transformation, and is similar to database
design

— Once indexed, basic queries and advanced queries are possible

= Data indexing methods
— Use Flume to index data on entry to cluster
— Use MapReduce for batch index of data in HDFS

— Indexing of data in HBase is also available

09-36
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How Cloudera Search Works

= Client connects to a Solr host in the cluster
— Hardcoded in client to connect to a single host
— Zookeeper ensemble: round robin Solr hosts
— Supported for Java Solr) APl only

— Load balancer: for more sophisticated distribution and resiliency

=  Solr host

— Distributes search work to other Solr nodes
— Aggregates results (including its own)

— Return results to client

09-37
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Essential Points

= Hive is a high-level abstraction on top of MapReduce
— Runs MapReduce jobs on Hadoop based on HiveQL statements

= Impalaruns a separate set of daemons from MapReduce to process HiveQL
queries
— One State Store Server, one Catalog Server
— Impala Server daemons co-located with DataNodes

= Hive and Impala use a common metastore to store metadata such as column
names and data types
— For Hive, the metastore can be single-user

— For Impala, the metastore must be shareable

= Pigis another high-level abstraction on top of MapReduce

— Runs MapReduce jobs on Hadoop based on Pig Latin statements

= Cloudera Search provides an interactive full-text search capability
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Hands-On Exercise: Querying HDFS With Hive and Impala

= In this exercise, you will install and configure Hive and Impala on your cluster
and run queries

= Please refer to the Hands-On Exercise Manual for instructions

= Cluster deployment after exercise completion:

: ’ o’ AN ) )
& 'g' b - ";'.
A A C

elephant horse monkey tiger

HDFS NameNode v
HDFS SecondaryNameNode v
HDFS DataNode v

HDFS Balancer

YARN (MR2 Included) NodeManager v
YARN (MR2 Included) ResourceManager
YARN (MR2 Included) JobHistory Server v

ANENEENEN

<
(\

ZooKeeper Server

Sqoop 1 Client Gateway
Flume Agent

HiveServer2
Hive Gateway
Hive Metastore Server

A N Y
t\

Impala Catalog Server
Impala StateStore
Impala Daemon v

SNENEN
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Hadoop Clients Including Hue

In this chapter, you will learn:

What Hadoop clients are

How to install and configure Hadoop clients

How to install and configure Hue

How Hue authenticates and authorizes user access

Features provided by Apache Oozie

cloudera
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Hadoop Client

Hadoop Client
accesses services on a
Hadoop Cluster using
the Hadoop APIs

Services running
on a Hadoop cluster

YARN/
MapReduce

= A Hadoop client requires the Hadoop API and configuration to connect to
Hadoop components

cloudera

10-5



Examples of Hadoop Clients

= Command-line Hadoop clients
— The hadoop shell (hdfs dfs)
— The Pig shell

— The Sqgoop command-line interface

= Server daemons acting as Hadoop clients
— Flume agent
— Centralized Hive server

— Qozie

= Map and reduce tasks

cloudera e



Deployment Example—End Users’ Systems as Hadoop Clients

Hadoop Cluster

Resource
Manager

NameNode

[
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Deployment Example—Servers as Hadoop Clients

Hadoop Cluster

( e >

Browser

ee
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Installing Commonly-Used Hadoop Clients

Client

Hadoop Shell and MapReduce
Hive Shell

Pig Shell

Sqoop Shell
Flume Agent
Centralized Hive Server

Qozie

Installable from

Cloudera Manager

v

v

Part of CDH parcel

v

v
v
v

Non-Cloudera Manager
Installation Command
(sudo yum -dinstall)

hadoop-client
hive

pig

sqoop
flume-ng-agent
hive-server2

oozie

cloudera@ Copyright © 2010-2018 Cloudera. All rights reserved. Not to be reproduced or shared without prior written consent from Cloudera.
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Installing Hadoop Clients on Hosts with Cloudera Manager

= A Gateway role designates a host to receive client configurations for a service
when the host does not have any other roles for the service on it

— Enables Cloudera Manager to install and manage client configurations on

that host

— There is no process associated with a gateway role

— Configure gateway roles for HDFS, Hive, Sqoop Client, YARN and more

= Example: adding a Hive Gateway role

Hive (Cluster 1)  Actions ~

Status Instances Configuration

Filters

v STATUS

Commands Charts Library Audits HiveServe

Actions for Selected Add Role Instances

cloudera

Add Role Instances to Hive

Customize Role Assignments

You can specify the role assignmaents 1or your néw rolés nere.

You can also view the role assignments by host. JRUETEET RS

Select hosts Select hosts Select hosts

B Hive Metastore Server x 1 kel WebHCat Server Ll HiveServer2 x 1
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Installing Hadoop Clients on Hosts Without Cloudera Manager

= Hadoop client installers automatically include any required Hadoop APIs as
dependencies if they are not already installed

$ sudo yum 1install hadoop-client

Package Arch Version
Installing:
hadoop-client x86_64 2.5.0+cdh5.3.2+813-1.cdh5.3.2.p0.17.€el6

Installing for dependencies:

avro-libs noarch 1.7.6+cdh5.3.2+87-1.cdh5.3.2.p0.17.el6
bigtop-jsvc x86_64 0.6.0+cdh5.3.2+621-1.cdh5.3.2.p0.17.el6
bigtop-utils noarch 0.7.0+cdh5.3.2+0-1.cdh5.3.2.p0.17.el6

hadoop x86_64 2.5.0+cdh5.3.2+813-1.cdh5.3.2.p0.17.el6
hadoop-0.20-mapreduce x86_64 2.5.0+cdh5.3.2+813-1.cdh5.3.2.p0.17.el6
hadoop-hdfs x86_64 2.5.0+cdh5.3.2+813-1.cdh5.3.2.p0.17.el6
hadoop-mapreduce x86_64 2.5.0+cdh5.3.2+813-1.cdh5.3.2.p0.17.€el6
hadoop-yarn x86_64 2.5.0+cdh5.3.2+813-1.cdh5.3.2.p0.17.el6
parquet noarch 1.5.0+cdh5.3.2+62-1.cdh5.3.2.p0.17.el6
parquet-format noarch 2.1.0+cdh5.3.2+8-1.cdh5.3.2.p0.17.el6

zookeeper x86_64 3.4.5+cdh5.3.2+83-1.cdh5.3.2.p0.17.el6

cloudera
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Configuring Hadoop Clients with Cloudera Manager

= Cloudera Manager generates client configuration files with all needed
configuration details to connect to Hadoop services
" For Clients managed by Cloudera Manager
— Configuration files are deployed to any host that is a client for a service
— Hadoop daemons acting as Hadoop clients

Gateway role instances

— Deployment is automatic when configuration changes are made or CM
prompts to redeploy them via the web Ul E
=
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Configuring Hadoop Clients without Cloudera Manager

= For Clients not managed by Cloudera Manager

— Install the client software (without CM), then manually download the client
configurations files from CM

— Download client configurations for multiple cluster services or only specific
services
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Configuring Hadoop Clients on Hosts without Cloudera
Manager

1. From the Cloudera Manager Home page, from the menu for the cluster,
choose View Client Configuration URLs

2. Download the client configurations for the given service

Client Configuration URLs

Name Type URL

2 YARN (MR2 Included) YARN (MRZ Included) ® /cmi/services/2/client-config

B HDFs HDFS ® /cmi/services/3/client-config
a. Hive Hive ® /cmi/services/8/client-config
& 2 Solr Solr ® /cmf/services/11/client-config

Cloze
105e

3. Extract the client configuration files on the client

— For example to /etc/hadoop/conf/
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What Is Hue?

= Hue provides a web interface for interacting with a Hadoop cluster

— Hue Applications run in the browser (no client-side installation)

Hive UI Impala Ul
DB Query Pig Ul
Browser
Job
N Designer Spadkl
/ . Hue
Server Metastore HBase
/- - Browser Browser
2@
e Sqoop2 Zoo
ul Keeper Ul
Workflow
Editor Search Ul
File Job
Browser Browser
——————
Copyright © 2010-2018 Cloudera. All rights reserved. Not to be reproduced or shared without prior written consent from Cloudera. 10-17
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Installing, Starting, and Accessing Hue

= |Installing Hue
— Before installing Hue, verify services are installed on the cluster
— Required components for Hue Core: HDFS

— Optional components to enable more Hue applications:
YARN (Including MR2), Oozie, Hive, Impala, Hbase, Pig, Search, Spark,
Sentry, Sqoop, ZooKeeper, HttpFS, WebHDFS

— In Cloudera Manager, choose Add Service

— Choose to install Hue

= Start the Hue Server from the Hue Instances page in Cloudera Manager

=  Access Hue from a browser
— http://<hue _server>:8888

10-18
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http://<hue_server>:8888

First User Login

e

Hue
Database

Default: SQLite
MySQL, PostgreSQL, MariaDB and
Oracle supported

= The first user to log in to Hue receives superuser privileges automatically

= Superusers can be added and removed

= The first user’s login credentials are stored in the Hue database

cloudera
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Configuring Hue

= Login to Hue as the superuser, then click on the Configuration tab
- http://<hue_server>:8888/desktop/dump_config

) About Hue  Quick start

about
aws
beeswax
desktop
filebrowser
= ]
help
impala
jobbraowser
jobsulb
liboauth
libaozie
libopenid
librdbms
libsaml
libsentry
libsolr
libzookeaper
metadata
metastore

notebook

Configuration

Configuration Sections and Variables

upload_chunk_size

hdfs_clusters

Server Logs

67188864

Configuration files loeated in | Svar/run/cloudera-scm-ogent/process/86-hua-HUE_SERVER

Size, in bytes, of the ‘chunks' Django should store inta mermnory and feed into the handler Defawlt is 64MB. Default: 67108864

One entry for each HDFS cluster

(default  Information about a single HDFS cluster

section)

security_enabled

dn_kerberos_principal

nn_kerberos_principal

logical_name

fs_defaultfs

webhdfs_url

temp_dir

ssl_cert_ca_verify

hadoop_conf_dir

folse
I5 running with Kerberos authentication Default: False

hdfs
Kerberos principal for DataNode Default: hdfs

hdfs
Kerberos principal for NameNode Default: hdfs

NameNode fogical name. Default:

hdfs:/felephant : B@Z@
The equivalent of fs.defaultFS (aka fs.default.name) Default: hdfs:flocalhost:8020

http:/#monkey: 14808 webhdfs vl
The LRL to WebHDFS/HIMPFS service. Defaults to the WebHDFS URL on the NameNode. Default:
http.Yiocalhost: 50070/ weabhdfs/v1

Ftmp
HOFS directory for tempoarary files Default: /fmp

True
In secure mode (HTTPS), if SSL certificates from YARN Rest APIs have to be verified against certificate authority Default: True

SvarSrun/ clovdera-scm-ggent /process/86-hue-HUE_SERVER/ varn-conf
Directory of the Hadoop configuration) Defaults to the environment variable HADOOP_CONF_DIR when set, or
Yete/adoop/conl’. Default: /var/run/cloudera-sem-agent/process/B6-hue-HUE_SERVER/ yam-conf

Copyright © 2010-2018 Cloudera. All rights reserved. Not to be reproduced or shared without prior written consent from Cloudera.
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http://<hue_server>:8888/desktop/dump_config

Select Hue Applications—Requirements

‘ Hue Application Required Component(s) and Configuration(s) ‘

Hive Query Editor

Impala Query Editor

Pig Editor
Metastore Manager

File Browser

Job Browser

HiveServer2 installed

A shared Hive metastore
Impala service installed

Impala client configurations on Hue Server host machine

Pig installed on the machine running the Hue Server
HiveServer2 installed

HttpFS installed or WebHDFS enabled
Note that HttpFS is required for HDFS HA deployments

YARN (MR2 Included) installed
Optionally Spark installed

cloudera@ Copyright © 2010-2018 Cloudera. All rights reserved. Not to be reproduced or shared without prior written consent from Cloudera.
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Defining Users and Groups With the Hue User Admin App

Hue Users
>
Delete & Adduser @ LDAP
u First Nai Last Ni E il G Last Logi Hue
mmmmm irst Name ast Name -mai roups ast Login
admin default Dec. 16,2016 11:43 AM D
fred Fred Senith fred@example.com default Dec. 16, 2016 11:47 AM

®  Use Hue itself to maintain Hue users

= All user information, including credentials, is stored in the Hue Database

cloudera 10z



Accessing Users and Groups From LDAP—Option 1

“a

Hue
Database

= Administrator configures Hue to access the LDAP directory
= Administrator then syncs users and groups from LDAP to the Hue Database

= Hue authenticates users by accessing credentials from the Hue Database

cloudera® Copyright © 2010-2018 Cloudera. All rights reserved. Not to be reproduced or shared without prior written consent from Cloudera. 10-24



Accessing Users and Groups From LDAP—Option 2

adrr

in

“a

LDAP

= Administrator configures Hue to access the LDAP directory

= Hue authenticates users by accessing credentials from LDAP

cloudera
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Restricting Access to Hue Applications

OEMMISSons Select all

filebrowser.access:Launch this application(3)

help.access:Launch this application(5)

impala_access:Launch this application(g)

jobbrewser. access:Launch this application(7)

jobsub access:Launch this application{B)

= Select a group in the Hue Manage Users application

= Edit the permissions for the group

— Default permissions allow group members to access every Hue application

10-26
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Apache Oozie Workflow Tool

= OQozie is a workflow and coordination service for managing Hadoop jobs
= Hue provides a graphical drag-and-drop interface for Oozie

= Use Oozie to design workflows of dependent jobs
— Jobs can be of different types (for example: Spark, MR, Pig, Hive)

— A workflow consists of action nodes and control-flow nodes

= Action nodes perform workflow tasks

— Example actions: run a Spark on YARN application or run a Hive query

= Control-flow nodes govern the workflow execution between tasks

— Examples: start, kill on error, end on success

cloudera 1028



How Apache Oozie Works

® Client CLI or Hue Ul connects to the Oozie Server

= Clients use REST API to interact with Server

= Qozie Server tracks running workflow progress

Stores management data in an RDBMS

L]

Oozie Client

CLl REST
Hue “ API

RDBMS

) L
Oozie Server -

—
. .
3 / S—

cloudera

Hadoop Cluster
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Oozie Hue Interface (1)

= Hue Oozie Ul provides the following

cloudera

Defining and editing workflows

Submitting workflows for execution

Viewing and managing job execution

Viewing job output through the file browser
Scheduling and managing recurring jobs (coordinators)

Managing groups of coordinators (bundles)

#UE @ QueryEditors ¥ Metastore Manager Workflows EE Xy 8 F &
[2) Oozie Editor Werkflows  Coordinators  Bundles s » | m et 09 = m o 0

My Workflow
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Oozie Hue Interface (2)

= Workflow is a graph of nodes

= Action nodes

cloudera

Executing Spark applications or MapReduce jobs

Running Pig or Hive scripts

Executing standard Java or shell programs
Manipulating data via HDFS commands

Running remote commands with SSH

Sending email messages

#HUE @& QueryEditors ~ Metastore Manager Workflows v

Oozie Editor  Workflows

Coon

dinato

rs Bum

dles

My Workflow
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Essential Points

= Hadoop clients access functionality within a cluster using the Hadoop API

= Hadoop clients require Hadoop configuration settings
— Cloudera Manager generates the needed configuration files
— Client centralization using servers such as Hue and HiveServer2 reduces the
need to distribute configuration settings to end users
= Hue provides many capabilities to end users
— Browsing HDFS files
— Designing, submitting, and browsing MapReduce jobs
— Editing and submitting Hive and Impala queries

— Designing, running, and viewing the status of Oozie workflows

= Hue users are authenticated; access to functionality can be restricted

— Hue provides LDAP integration

10-33
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Hands-On Exercise: Using Hue to Control Hadoop User Access

= In this exercise, you will install Hue, test Hue applications, and then configure
a limited-access Hadoop environment for analysts

=  Please refer to the Hands-On Exercise Manual

— Components deployed on your cluster after exercise completion:

4 AN
b ; % 5P
Q A y !

elephant horse monkey tiger lion

HDFS NameNode v
HDFS SecondaryNameNode v
HDFS DataNode v v v v
HDFS Balancer v
HDFS HttpFS v

YARN (MR2 Included) NodeManager v v v v
YARN (MR2 Included) ResourceManager v
YARN (MR2 Included) JobHistory Server v

ZooKeeper Server

Sqoop 1 Client Gateway
Flume Agent

HiveServer2
Hive Gateway
Hive Metastore Server

AN N
<

Impala Catalog Server
Impala StateStore
Impala Daemon

SR
ANENES

Spark Gateway
Spark History Server

Hue Server
Oozie Server

AN NN

Cloudera Manager Server

Cloudera Manager Server Database

Cloudera Management Services
Cloudera Manager Agent v v v v

AN
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Advanced Cluster Configuration

In this chapter, you will learn:

= How to perform advanced configuration of Hadoop
= How to configure port numbers used by Hadoop

= How to configure HDFS rack awareness

®= How to enable HDFS high availability
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Advanced Configuration Parameters

= These generally fall into one of several categories
— Optimization and performance tuning
— Capacity management

— Access control

" The configuration recommendations in this section are baselines

— Use them as starting points, then adjust as required by the job mix in your
environment

11-5
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CDH Configuration Management

= Most common CDH settings are exposed in Cloudera Manager

— Can be set in the Configuration page for a service, role instance, or host

" Cloudera Manager-generated CDH configurations

— Deployedto /var/run/cloudera-scm.../process subdirectories

" Cloudera Manager does not expose all CDH configurations
— Reference for all CDH configurations:

— http://archive-primary.cloudera.com/cdh5/cdh/5/
hadoop/

= See documentation under the “configuration” menu at page bottom
— When Cloudera Manager does not explicitly set a CDH property:
— The default property value bundled with CDH will apply

— These default settings are often stored in JAR files, for example in
Jopt/cloudera/parcels/CDH/1l1ib/...

11-6
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Cloudera Manager—Advanced Configurations

= Use the Advanced Configuration Snippet safety-valve feature of Cloudera
Manager to override not otherwise exposed CDH defaults

— From the service’s configuration page, search for “Safety Valve”

— Add the settings to the appropriate Safety Valve

Filters )
safety valve yarn-site.xml
v SCOPE
} ) YARN Service Advanced YARN (MR2 Included) (Service-Wide) C

YARM (MR2 Included) (Service-Wide) Configuration Snippet (Safety

Gateway Valve) for yarn-site.xml Name yarn.nodemanager.pmem-check-enabled

JobHistory Server

ModeManager Value alse

ResourceManager Description  Whether physical memory limits will be enforced for containers

~| Fina
¥ CATEGORY
4=
Advanced

= Properties can be set cluster-wide or for a specific role group or role

— Configurations are for server or client configurations
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The Cloudera Manager REST API

= |tis possible to programmatically manage Hadoop clusters using the Cloudera
Manager REST API

— Extensive functionality:

— Deploy a cluster, configure services, start, stop, failover services,
configure HA, monitor services, hosts, and jobs, and more

— Import/export entire cluster configuration
— Available with Cloudera Express and Cloudera Enterprise

— Includes open source client libraries

" Accessathttp://cm-host:7180/api/v9/
— Available as soon as Cloudera Manager is installed
— Easy access via cur'l

— Python or Java clients recommended for serious use

= The API accepts HTTP POST, GET, PUT, and DELETE methods
— Accepts and returns JSON formatted data

11-8
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HDFS—NameNode Tuning

dfs.namenode.handler.count
Set in HDFS / NameNode Group / Performance
®  The number of server threads for the NameNode that listen to requests from clients

m  Threads used for RPC calls from clients and DataNodes (heartbeats and metadata
operations)

m Default in Cloudera Manager: 30 (non-CM default is 10)
®  Recommended: Natural logarithm of the number HDFS nodes x 20

m  Symptoms of this being set too low: “connection refused” messages in DataNode logs
as they try to transmit block reports to the NameNode

m  Used by the NameNode
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HDFS—DataNode Tuning

dfs.datanode.failed.volumes.tolerated
Set in HDFS / DataNode Group

®  The number of volumes allowed to fail before the DataNode takes itself offline,
ultimately resulting in all of its blocks being re-replicated

® CM Default: 0

® For each DataNode, set to (hnumber of mountpoints on DataNode host) / 2

®m  Used by DataNodes

dfs.datanode.max.locked.memory

Set in HDFS / DataNode Group / Resource Management

®  The maximum amount of memory (in bytes) a DataNode can use for caching
® CM Default: 4GB

®  Must be less than the value of the OS configuration property ulimit -1 for the
DataNode user

®  Used by DataNodes
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File Compression

io.compression.codecs

Set in HDFS / Service-Wide

® List of compression codecs that Hadoop can use for file compression
® |f you are using another codec, add it here

= CM default value includes the following org.apache.hadoop.i0.compress
codecs: DefaultCodec, GzipCodec, BZip2Codec, DeflateCodec, SnappyCodec,
Lz4Codec

®  Used by clients and all nodes running Hadoop daemons
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MapReduce—Reducer Scheduling and Input Fetch

mapreduce.job.reduce.slowstart.completedmaps
Set in YARN / Gateway Group

The percentage of Map tasks which must be completed before the ResourceManager
will schedule Reducers on the cluster

CM Default: 0.8 (80 percent)
Recommendation: 0.8 (80 percent)

Used by the ResourceManager

mapreduce.reduce.shuffle.parallelcopies
Set in YARN / Gateway Group

Number of threads a Reducer can use in parallel to fetch Mapper output
CM Default: 10

Recommendation: In(number of cluster nodes) * 4 with a floor of 10
Used by ShuffleHandler

cloudera
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MapReduce—Speculative Execution

= If a MapReduce task is running significantly more slowly than the average
speed of tasks for that job, speculative execution may occur

— Another attempt to run the same task is instantiated on a different node

— Results from the first completed task are used, the slower task is killed

mapreduce.map.speculative
Set in YARN / Gateway Group

®  Whether to allow speculative execution for Map tasks
® CM Default: false, Recommendation: false

m  Used by MapReduce ApplicationMasters

mapreduce.reduce.speculative
Set in YARN / Gateway Group

®  Whether to allow speculative execution for Reduce tasks

® CM Default: false, Recommendation: false

®m  Used by MapReduce ApplicationMasters
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Common Hadoop Ports

= Hadoop daemons each provide a Web-based user interface

— Useful for both users and system administrators

= Expose information on a variety of different ports
— Port numbers are configurable, although there are defaults for most

= Hadoop also uses various ports for components of the system to communicate
with each other

= Full list of ports used by components of CDH 5:

— http://www.cloudera.com/documentation/enterprise/
latest/topics/cdh_ig ports_cdh5.html

= All ports used in a Cluster are listed in one location in Cloudera Manager

— From the Cluster page’s Configuration menu, choose All Port Configurations

cloudera e
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Web Ul Ports for Users

Port

HDFS NameNode 50070 dfs.namenode.http-address

DataNode 50075 dfs.datanode.http.address

Secondary NameNode 50090 dfs.namenode.secondary.http-address
YARN ResourceManager 8088 yarn.resourcemanager .webapp.address

NodeManager 8042 yarn.nodemanager .webapp.address

MR JobHistoryServer 19888 mapreduce.jobhistory.webapp.address
Other Cloudera Manager 7180 Configure in Cloudera Manager by going to

Administration > Settings > Ports and Addresses
Hue 8888 http_port
Spark History Server 18088 history.port
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Hadoop Ports for Administrators (1)

NameNode

DataNode 50010

50020

ResourceMan 8032

8033

8030

8031

fs.defaultFS

dfs.datanode.address

dfs.datanode.ipc.address

yarn.resourcemanager.address

yarn.resourcemanager.admin.
address

yarn.resourcemanager.
scheduler.address

yarn.resourcemanager.
resource-tracker.address

Daemon Default | Configuration Parameter Used for
Port
8020

Filesystem metadata
operations

DFS data transfer

Block metadata operations
and recovery

Application submission; used
by clients

Administration RPC server
port; used by the yarn
rmadmin client

Scheduler RPC port; used by
ApplicationMasters

Resource tracker RPC port;
used by NodeManagers

cloudera® Copyright © 2010-2018 Cloudera. All rights reserved. Not to be reproduced or shared without prior written consent from Cloudera.
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Hadoop Ports for Administrators (2)

Daemon Default Configuration Parameter
Port
NodeManager 8040 yarn.nodemanager. Resource localization
local'l zer .address RPC port
JobHistoryServer 10020 mapreduce.jobhistory. JobHistoryServer RPC
address port; used by clients to
qguery job history.
ShuffleHandler 13562 mapreduce.shuffle.port ShuffleHandler’s HTTP
(MapReduce’s port; used for serving
auxiliary service) Mapper outputs
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HDFS—Rack Topology Awareness

= Recall that HDFS is rack aware

— Distributes blocks based on hosts’ locations

" To maximize performance, specify network locations of hosts and racks

— Important for clusters that span more than one rack

— In the Hosts page in Cloudera Manager, assign hosts to racks

— Specify Rack ID in the form /datacenter/rack

cloudera

All Hosts

Filters

¥ STATUS

Good Health

> CLUSTERS

Clusters ¥ Hosts ¥ Diagnostics ¥ Audits Charts ~

Actions for Selected (1)~

Assign Rack

Assign Rack Toles

Delete

Remove From Cluster

).13.208  » 11 Rolels)

v

Host Current Rack

elephant; /default

/rack5

— Any host without a specified rack location shows /default location

cloudera
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HDFS High Availability Overview

= Asingle NameNode is a single point of failure

= Two ways a NameNode can result in HDFS downtime
— Unexpected NameNode crash (rare)

— Planned maintenance of NameNode (more common)

" HDFS High Availability (HA) eliminates this SPOF
— Available since CDH4 (or related Apache Hadoop 0.23.x, and 2.x)

= New Daemons that HDFS HA introduces to the cluster
— NameNode (active)
— NameNode (standby)
— Failover Controllers

— Journal Nodes

= The Secondary NameNode is not used in an HDFS HA configuration
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HDFS High Availability Architecture (1)

= HDFS High Availability uses a pair of NameNodes

— One Active and one Standby
— Clients only contact the Active NameNode
— DataNodes heartbeat in to both NameNodes

— Active NameNode writes its metadata to a quorum of JournalNodes

— Standby NameNode reads from the JournalNodes to remain in sync with the

Active NameNode

NameNode
(Active)/Quorum
Journal Manager

e -
R NameNode
o ( Standby)/Quorum

Journal Manager

- -

-"'--_:_:-L'
o JournalNode
A

JournalNode

JournalNode

:

cloudera
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HDFS High Availability Architecture (2)

= Active NameNode writes edits to the JournalNodes
— Software to do this is the Quorum Journal Manager (QJM)
— Built in to the NameNode
— Waits for a success acknowledgment from the majority of JournalNodes

— Majority commit means a single crashed or lagging JournalNode will not
impact NameNode latency

— Uses the Paxos algorithm to ensure reliability even if edits are being written
as a JournalNode fails

= Note that there is no Secondary NameNode when implementing HDFS High
Availability

— The Standby NameNode periodically performs checkpointing
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Failover

= Only one NameNode must be active at any given time

— The other is in standby mode

" The standby maintains a copy of the active NameNode's state

— So it can take over when the active NameNode goes down

= Two types of failover
— Manual (detected and initiated by a user)
— Automatic (detected and initiated by Hadoop itself)
— Automatic failover uses ZooKeeper

— When HA is configured, a daemon called the ZooKeeper Failover
Controller (ZKFC) runs on each NameNode machine

11-25
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HDFS HA With Automatic Failover—Deployment

cloudera

ZooKeeper Ensemble - Instances Typically Reside on Master Nodes

( ZooKeeper ) ( ZooKeeper ) ( ZooKeeper )

JournalNode

e

ZooKeeper
Failover
Controller

Must Reside
on the
Same Host

NameNode
(Active)/Quorum
Journal Manager

AN

AN

JournalNode

JournalNode

JournalNodes
Typically Reside
on Master Nodes

ZooKeeper
Failover
Controller

Must Reside
on the
Same Host

NameNode
(Standby)/
Quorum Journal
Manager

.

| DataNode | | DataNode ' | DataNode | | DataNode |
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HDFS High Availability and Automatic Failover

= Cloudera Manager configures HA using Quorum-based storage
— Uses a quorum of JournalNodes
— Each JournalNode maintains a local edits directory

— That directory contains files detailing namespace metadata modifications

= With HA configured, automatic failover is also available

— Cloudera Manager sets dfs.ha.automatic-failover.enabled to
true for the NameNode role instances it configures for HA

cloudera
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Fencing

= |tis essential that exactly one NameNode be active
— Possibility of split-brain syndrome otherwise

®= The Quorum Journal Manager ensures that a previously-active NameNode
cannot corrupt the NameNode metadata

"  When configuring HDFS HA, one or more fencing methods must be specified

— Methods available:

— shell: the Cloudera Manager default (uses CM Agent). Configure in HDFS
> Configuration > Service-Wide > High Availability

— sshfence: connects to the target node via ssh and kills the process
listening on service’s TCP port

— In order for failover to occur, one of the methods must run successfully

11-28
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HDFS HA Deployment—Without Cloudera Manager

=  Without Cloudera Manager, enabling High Availability for HDFS is a long,
complex, error prone process

— Overview of major steps involved

1.

v

Modify multiple Hadoop configurations across all DataNodes

2. Install and start the JournalNodes
3.
4

. Initialize the shared edits directory if converting from a non-HA

If not already installed, configure and start a ZooKeeper ensemble

deployment

Install, bootstrap, and start the Standby NameNode

Install, format, and start the ZooKeeper failover controllers
Restart DataNodes and the YARN and MapReduce daemons

=  With Cloudera Manager it is a simpler process

cloudera
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HDFS HA Deployment—With Cloudera Manager

= Cloudera Manager makes it easy to enable HDFS HA

— Completes many complex steps to enable High Availability

— Wizard guides you through the process

cloudera

Status Instances Configur

Filters

¥ STATUS

® Norne
Good Health

> COMMISSION STATE
> MAINTENANCE MODE
> RACK

> ROLE GROUP

> ROLE TYPE

> STATE

> HEALTH TESTS

Clusters ~  Hosts ~

HDFS (Cluster 1) | Actions ~

Stop
Restan
Rolling Restart

Add Role Instances

Rename

Enter Maintenance Mode

Rebalance

Deploy Client Configuration

Download Client Configuration

Diagnostics ~  Audits

harts Library

ligrate Roles

a

Enable High Availability

I=IRTE T

B

Set up HDFS Data At Rest Encryption

Charts ~

Cache Statistics  Audits

Add Role Instances

State

N/A

Started

Started

Started

Started

Started

Started

Started

Backup -

Host
horse
elephant
horse
monkey
tiger
monkey
elephant

tiger

Administration -

NameNode Web Ul &

Role Groups

Commission State

Commissioned

Commissioned

Commissioned

Commissioned

Commissioned

Commissioned

Commissioned

Commissioned

& 3 n Support *  admin ~

Today, 10:50 AM PST

Quick Links =

Role Group

Balancer Default Group
DataNode Default Group
DataNode Group 1
DataNode Default Group
DataNode Default Group
HHtpFS Default Group

NameNode Default Group

SecondaryNameNode Default Group

cloudera
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Enabling HDFS HA Using Cloudera Manager

= Three steps to Enable HDFS HA in Cloudera Manager

1. Configure directories for JournalNodes to store edits directories

— Set permissions on these new directories for the hdfs user
2. Ensure the ZooKeeper service is installed and enabled for HDFS

3. From the HDFS Instances page, run the Enable High Availability wizard
— Specify the hosts for the two NameNodes and the JournalNodes
— Specify the JournalNode Edits directory for each host
— The wizard performs the necessary steps to enable HA

~— Including the creation and configuration of new Hadoop daemons

11-31
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After Enabling HDFS HA

= After enabling HDFS HA, some manual configurations may be needed
— For Hive
— Upgrade the Hive Metastore
— Consult the Cloudera documentation for details
— For Impala
— Complete the same steps as for Hive (above)
— Next, run INVALIDATE METADATA command from the Impala shell
— For Hue
— Add the HttpFS role (if not already on the cluster)

11-32
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Essential Points

= “Advanced Configuration Snippets” provide a way to configure CDH
parameters not otherwise exposed in Cloudera Manager

= Hadoop provides a rack awareness capability, which should be implemented
to increase data locality

= HDFS can be configured for high availability with an automatic failover
capability

11-34
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Hands-On Exercise: Configuring HDFS for High Availability

= In this exercise, you will configure your Hadoop cluster for HDFS high
availability and then test for automatic NameNode failover

=  Please refer to the Hands-On Exercise Manual

— Cluster deployment after exercise completion (only a subset of the daemons

on the cluster are shown):
’ . d A
b g Ig, ' I"k” “I:]ﬁ:'-“
4 /N S |

elephant horse monkey tiger
HDFS NameNode v
H'B'Fﬁ‘ﬁﬁﬂﬂ'l‘rd‘&#“ﬂ'mtﬂﬁde removed
HDFS Standby NameNode v
JournalNode v v v
Failover Controller v v
HDFS DataNode v v v v
HDFS Balancer v
HDFS HttpFS v
YARN (MR2 Included) NodeManager v v v v
YARN (MR2 Included) ResourceManager v
YARN (MR2 Included) JobHistory Server v
ZooKeeper Server v v v
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Hadoop Security

In this chapter, you will learn:

Why security is important for Hadoop

What Kerberos is and how it relates to Hadoop
The role of Sentry in securing Hive and Impala
The types of encryption available in CDH

What to consider when securing Hadoop

cloudera
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Why Hadoop Security Is Important

= Laws governing data privacy

— Particularly important for healthcare and finance industries
= Export control regulations for defense information
= Protection of proprietary research data

= Company policies

— Different teams in a company have different needs

= Setting up multiple clusters is a common solution

— One cluster may contain protected data, another cluster does not
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Defining Important Security Terms

= Security
— Computer security is a very broad topic
— Access control and encryption are the areas most relevant to Hadoop

—  We'll therefore focus on authentication, authorization, and encryption

= Authentication

— Confirming the identity of a participant

— Typically done by checking credentials (username/password)
= Authorization

— Determining whether a participant is allowed to perform an action

— Typically done by checking an access control list

= Encryption
— Ensure only authorized users can access a data set

— OS filesystem-level, HDFS-level, and network-level options

cloudera



Types of Hadoop Security

= HDFS file ownership and permissions

— Provides modest protection, but user/group authentication is easily
subverted (client-side)

— Mainly intended to guard against accidental deletions/overwrites

= Enhanced security with Kerberos
— Optional—provides strong authentication of both clients and servers
— Woraps Hadoop API calls in an SASL handshake

— Applications can be run under the submitter’s own account
= Encrypted HDFS data transfers
= HDFS data at rest encryption

= Encrypted HTTP traffic
— The Hadoop Web Uls

— Intermediate data transferred during shuffle and sort
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Hadoop Security Design Considerations

= The security of a cluster is enhanced by isolation
— It should ideally be on its own network

— Limit access to those with a legitimate need for it
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The Role of Kerberos in CDH5

= Hadoop daemons leverage Kerberos to perform user authentication on all
remote procedure calls (RPCs)

= Group resolution is performed on master nodes to guarantee group
membership is not manipulated
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Kerberos Exchange Participants (1)

= Kerberos involves messages exchanged among three parties
— Theclient
— The server providing a desired network service

— The Kerberos Key Distribution Center (KDC)

12-12
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Kerberos Exchange Participants (2)

Kerberos KDC
(Key Distribution
Center)

Desired Network
Service

(Protected by
Kerberos)

= The client is software that desires access to a Hadoop service

— The hdfs dfs command is one example of a client
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Kerberos Exchange Participants (3)

Kerberos KDC
(Key Distribution
Center)

Desired Network
Service

(Protected by
Kerberos)

= This is the Hadoop service the client wishes to access

— For Hadoop, this will be a service daemon (such as the NameNode)

cloudera® Copyright © 2010-2018 Cloudera. All rights reserved. Not to be reproduced or shared without prior written consent from Cloudera. 12-14



Kerberos Exchange Participants (4)

Kerberos KDC
(Key Distribution

Center)

Desired Network
Service
(Protected by
Kerberos)

" The Kerberos server (KDC) authenticates and authorizes a client

= The KDC is neither part of nor provided by Hadoop
— Most Linux distributions come with the MIT Kerberos KDC

— Microsoft Active Directory also provides a KDC

12-15
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General Kerberos Concepts (1)

. Kerberos KDC
1. Authenticate (Key Distribution

and authorize
y' C‘EﬂtEf}

3. Validate the
client's token

Desired Network

2. Request for service Service
by an authenticated (Protected by
and authorized client Kerberos)

= Kerberos is a standard network security protocol

cloudera

Currently at version 5 (RFC 4120)

Services protected by Kerberos don’t directly authenticate the client
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General Kerberos Concepts (2)

=  Authenticated status is cached

— You do not need to submit credentials explicitly with each request

= Passwords are not sent across network
— Instead, passwords are used to compute encryption keys

— The Kerberos protocol uses encryption extensively

" Timestamps are an essential part of Kerberos

— Make sure you synchronize system clocks (NTP)

= |Itis important that reverse lookups work correctly
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Kerberos Terminology

= Knowing a few terms will help you with the documentation

= Realm
— A group of machines participating in a Kerberos network
— ldentified by an uppercase domain (EXAMPLE . COM)

® Principal
— A unique identity which can be authenticated by Kerberos
— Can identify either a host or an individual user

— Every user in a secure cluster will have a Kerberos principal

= Keytab file
— Afile that stores Kerberos principals and associated keys

— Allows non-interactive access to services protected by Kerberos

12-18
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Hadoop Security Setup Prerequisites

= Working Hadoop cluster
— Installing CDH from parcels or packages is strongly advised!

— Ensure your cluster actually works before trying to secure it!
= Working Kerberos KDC server

=  Kerberos client libraries installed on all Hadoop nodes
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Configuring Hadoop Security (1)

= Hadoop security configuration is a specialized topic

®= Many specifics depend on
— Version of Hadoop and related programs
— Type of Kerberos server used (Active Directory or MIT)

— Operating system and distribution

= You must follow instructions exactly
— There is little room for misconfiguration
— Mistakes often result in vague “access denied” errors

— May need to work around version-specific bugs
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Configuring Hadoop Security (2)

= For these reasons, we can’t cover this in depth during class

= See the Cloudera Security documentation for detailed instructions

— Availableat http://tiny.cloudera.com/cdh-security

— Be sure to read the details corresponding to your version of CDH

= The security recommendations document manual configurations
— Configuring Hadoop with Kerberos involves many tedious steps

— Cloudera Manager (Enterprise) automates many of them

cloudera
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Securing Related Services

" There are many “ecosystem” tools that interact with Hadoop

= Most require minor configuration changes for a secure cluster

— For example, specifying Kerberos principals or keytab file paths

= Exact configuration details vary with each tool

— See documentation for details

= Some require no configuration changes at all

— Such as Pig and Sgoop

cloudera 12



Active Directory Integration

" Microsoft’s Active Directory (AD) is a enterprise directory service

— Used to manage user accounts for a Microsoft Windows network

= Recall that every Hadoop user must have a Kerberos principal
— It can be tedious to set up all these accounts

— Many organizations would prefer to use AD for Hadoop users

® Cloudera’s recommended approach
— Integrate with Active Directory KDC or run a local MIT Kerberos KDC

— Create all service principals (like hdfs and mapred) in this realm

" [Instructions can be found in Cloudera’s CDH Security Guide
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Direct Active Directory Integration with Kerberos

"= Integrate with an existing Active
Directory KDC

= Wizard in Cloudera Manager enables
Kerberos for the cluster

— Generates and deploys Kerberos client
configuration (krb5.conf)

— Configures CDH components

— Generates principals needed by all
processes running in the cluster

cloudera® Copyright © 2010-2018 Cloudera. All rights reserved. Not to be reproduced or shared without prior written consent from Cloudera.
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Encryption Overview

= Encryption seeks to ensure that only authorized users can view, use, or
contribute to a data set

= Data protection can be applied at three levels within Hadoop:
— Linux filesystem level
— Example: Cloudera Navigator Encrypt
— HDFS level
— Encryption applied by the HDFS client software

— HDFS Data At Rest Encryption operates at the HDFS folder level, enabling
encryption to be applied only to the HDFS folders where it is needed.
Navigator Key Trustee should be used

— Network level

— Encrypt data just before sending across a network and decrypt it as as
it is received. This protection uses industry-standard protocols such as

SSL/TLS
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OS Filesystem Level Encryption—Navigator Encrypt

" Production ready, and included with the Cloudera Navigator license

= Operations at the Linux volume level
— Capable of encrypting cluster data inside and outside of HDFS
— No change to application code required
= Provides a transparent layer between the application and file system reducing
the performance impact of encryption
= Navigator Key Trustee
— The default HDFS encryption uses a local Java keystore

— Navigator Key Trustee is a “virtual safe-deposit box” keystore server for
managing encryption keys, certificates, and passwords

— Encryption keys stored separately from encrypted data
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HDFS Level “Data at Rest” Encryption

" Provides transparent end-to-end encryption of data read from and written to
HDFS

— No change to application code required
— Data encrypted and decrypted only by the HDFS client

— HDFS does not store or have access to unencrypted data or keys

= Operates at the HDFS folder level
— Apply to folders where needed

= Deployment Overview

— Use Cloudera Manager to deploy the Hadoop Key Management Server (KMS)
service for storing keys

— Create Encryption Zones, then add files to the Encryption Zones
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Network Level Encryption

" Transport Layer Security (TLS)
— Provides communication security over the network to prevent snooping

= Enable TLS between the Cloudera Manager Server and Agents—three levels
available

— Level 1 (good): Encrypts communication between browser and CM and
between agents and CM Server

— Level 2 (better): Adds strong verification of CM Server certificate

— Level 3 (Best): Authentication of agents to the CM Server using certs

" Configure SSL encryption for CDH services (HDFS, YARN, and so on)

— Example: Encrypt data transferred between DataNodes and between
DataNodes and clients

— Recommendation: enable Kerberos on the cluster first
— Steps to configure encryption differs for each CDH service

— See Cloudera documentation for details
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Apache Sentry

= Sentry is a plugin for enforcing role-based authorization for Search, Hive and
Impala

Stores authorization policy metadata
Provides clients with concurrent and secure access to this metadata

Database-style authorization for Hive, Impala, and Search

= Sentry requirements

CDH 4.3 or later
HiveServer2 and Hive Metastore running with strong authentication
Impala 1.2.1 or later running with strong authentication

Kerberos enabled on the cluster

= Use Cloudera Manager’s Add Service wizard to install Sentry

cloudera

Requires HDFS and ZooKeeper roles

Deploys a “Sentry Server” daemon

Sentry.
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Sentry Access Control Model

= What does Sentry control access to?

— Server, Database, Table, Column, View

®= Who can access Sentry-controlled objects?
— Usersin a Sentry role

— Sentry roles = one or more groups

®= How can role members access Sentry-controlled objects?
— Read operations (SELECT privilege)
— Write operations (INSERT privilege)
— Metadata definition operations (ALL privilege)

= Option to synchronize HDFS ACLs and Sentry permissions

— Set user access permissions and securely share the same HDFS data with
other components (Pig, Spark, MR, and HDFS clients, and so on)

— Example use case: importing data into Hive using Sqoop
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Essential Points

= Kerberos is the primary technology for enabling authentication security on the
cluster

— Manual configuration requires many steps

— We recommend using Cloudera Manager to enable Kerberos

= Encryption can be enabled at the filesystem level, HDFS level, and the network
level

= Sentry enables security for Search, Hive, and Impala
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Managing Resources

In this chapter, you will learn

®= How to allocate resources between various Hadoop frameworks using Static
Service Pools

= How to configure resource availability and scheduling for YARN applications
and Impala queries using Dynamic Resource Pools and Admission Control

= Recommended YARN memory and CPU settings
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Resource Management Overview

= Hadoop applications compete for cluster resources

= Common objectives of resource management
— Guarantee the completion of critical workloads in reasonable timeframe
— Coordinate cluster resource usage between competing groups of users

— Prevent users from depriving other users cluster access

= Tools available for managing Hadoop resources
— Linux Control Groups (cgroups)
— Used to allocate resources between frameworks
— Configurable using Static Service Pools
— Schedulers and Admission Controls

— For prioritizing when and where YARN applications and Impala queries
run

— Configurable using Dynamic Resource Pools and other settings

13-4
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Linux Control Groups (cgroups)

" Linux control groups (cgroups) are a kernel feature for setting restrictions on
Linux processes

— Useful for isolating computation frameworks from one another

— Set memory limits, CPU shares, and I/0O weight

" RHEL 6 and CentOS 6 support cgroups (RHEL 5 and CentOS 5 do not)

— See the Cloudera documentation for cgroup support on other distros

= Enable cgroup-based resource management of Hadoop processes in Cloudera
Manager

cloudera Clusters ~ Hosts ~ Diagnostics ~ Audits Charts ~ Backup ~ Administration ~

Hosts Configuration

Filters
rm_enabled

¥ SCOPE
Enable Cgroup-based Resource [~

All Hosts
Management

Manage Host Overrides

¥ CATEGORY
Display | 25 4 PerPage
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When to Use cgroups

" Cloudera recommends configuring cgroups when YARN and non-YARN services
will share cluster node resources
= Example scenario:
— MapReduce and/or Spark running on YARN
— Impala (not running on YARN) and perhaps HBase, HDFS, Flume, or Search
services also on the cluster
= Configure cgroups to ensure that one service cannot overuse cluster resources

— |solate services from one another on the cluster

cloudera 7



Configuring cgroup Parameters

= The following resource limits can be configured after enabling cgroups
— Memory Hard Limit

— If a process exceeds this limit, the kernel swaps out some of the process’s
memory; if it cannot do so, the process will be killed

— Memory Soft Limit

— When memory contention exists on the host, the OS targets the process
to not exceed this limit

— CPU Shares

— When CPU contention exists on the host, processes with higher CPU
shares will be given more CPU time

— 1/0 Weight
— Specify the proportion of 1/0 access available to the read requests
performed by a process

= Rather than manually configure these settings, configure a Static Service Pool
for the cluster
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Static Service Pools (1)

= The Static Service Pools wizard configures
cgroups for you

= Static Service Pools partition cluster
resources across Hadoop services

— |solate services in the cluster from one
another

— Limits impact of a given CDH service on
other services
= Example use case:

— Allocate host resources across HDFS,
YARN, Impala, Solr, and HBase services
on the same cluster

cloudera
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Static Service Pools (custer 1)

Status  Configuration

Step 1 of 4: Basic Allocation Setup

Basic

Service

B HDFS

% Impala

¢ - ool

1 YARN (MR2 Included)

Total

Clusters ~ Hosts = Diag

Allocation %

i0 | %

30 %

20 %

40 %

100 %
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Static Service Pools (2)

= Services are allocated a static percentage of total resources

— CPU, memory, and I/0 weight

" CM computes recommended configurations for each of a service’s worker
roles

— Corresponding to the percentage assigned to each service

= The wizard provides an option to change cgroup settings directly

CIOUdera Clusters ~ Hosts ~ Diagnostics ~ Audits Charts ~ Backup ~  Administration ~ & n Support ~  admin ~
Static Service Pools custer 1)
Status  Configuration
Step 2 of 4: Review Changes
Review these settings and click the Continue button below or override them.
Basic Details
Service Allocation % Impala Value
B HDoFs 10 % YARN Service for Resource Management @
4 Impala 30 %
YARN (MR2 Included) Value
<% Solr 20 %
Use CGroups for Resource Management @ false
I YARN (MR2 Included) 40 %
Always Use Linux Container Executor @ false
Total 100% »
Cgroup CPU Shares @ # Hosts Value Subtotal
4 Impala: Impala Daemon 4 Hosts 740 20960 35.6%
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The YARN Scheduler

" The ResourceManager’s scheduling component (the YARN Scheduler) is
responsible for assigning available resources to YARN applications

— The scheduler decides where and when containers will be allocated to
applications

— Based on requirements of each application
— Containers granted specific resources
— Memory, CPU

= Administrators define a scheduling policy that best fits requirements
— For example, a policy that allocates resources equally among YARN
applications
= The scheduling policy establishes rules for resource sharing
— Rules are well-defined

— Rules form the basis for application start and completion expectations
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Scheduler Types

= YARN supports the following schedulers:
— First In First Out (FIFO) Scheduler
— Resources allocated based on time of arrival
— Capacity Scheduler
— Resources allocated to pools
— FIFO scheduling within each pool
— Fair Scheduler
— Resources allocated to weighted pools

— Fair sharing within each pool

® The Fair Scheduler is the default YARN scheduler in CDH 5

— Theyarn.resourcemanager.scheduler.class property specifies
the scheduler in use

13-13
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The Fair Scheduler

= The Fair Scheduler is the YARN Scheduler that Cloudera recommends for
production clusters

= The Fair Scheduler organizes YARN applications into pools
— Pools are also known as a queues in YARN terminology
— Each user get a pool named after the user (by default)

— Resources are divided fairly between the pools (by default)

= Fair Scheduler characteristics
— Allows resources to be controlled proportionally
— Promotes efficient utilization of cluster resources
— Promotes fairness between schedulable entities
— Allows short interactive and long production applications to coexist
— Awards resources to pools that are most underserved

— Gives a container to the pool that has the fewest resources allocated
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Fair Scheduler Pools

= Each application is assigned to a pool
= All pools descend from the root pool

= Pools can be nested as subpools in which case
siblings share the parent’s resources

= Physical resources are not bound to any specific
pool

= Pools can be predefined or defined dynamically
by specifying a pool name when you submit an
application

cloudera

Total: 30GB

15GB

15GB

Alice

Bob
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Determining the Fair Share

= The fair share of resources assigned to the pool is based on
— The total resources available across the cluster

— The number of pools competing for cluster resources

= Excess cluster capacity is spread across all pools

The aim is to maintain the most even allocation possible so every pool
receives its fair share of resources

= The fair share will never be higher than the actual demand

= Pools can use more than their fair share when other pools are not in need of
resources

— This happens when there are no tasks eligible to run in other pools
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Single Resource Fairness

= Fair scheduling with Single Resource Fairness

Schedules applications on the basis of a single resource: memory

= Example

cloudera

Two pools: Al1ice has been allocated 15GB, and Bob has 5GB
Both pools request a 10GB container of memory

Bob has fewer resources at the moment and will be granted the next 10GB

that becomes available

Total: 30GB
10GB
15GB
5GB
Alice Bob
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Dominant Resource Fairness

" Fair scheduling with Dominant Resource Fairness (recommended)

— Schedules applications on the basis of both memory and CPU

= Example: A cluster has 10GB of total memory and 20 cores
— Pool Al1ce has containers granted for 4GB of memory and 5 cores
— Pool Bob has containers granted for 1GB of memory and 10 cores

— Al1ice will receive the next container because its 40% dominant share of
memory is less than the Bob pool’s 50% dominant share of CPU

10 cores
4GB 50%
LA capac[;ty
capacity 5 cores
259% 1GB
capacity 10%
capacity
Alice Pool Usage Bob Pool Usage
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Minimum Resources

= A pool with minimum resources defined receives priority during resource
allocation

® The minimum resources are the minimum amount of resources that must be
allocated to the pool prior to fair share allocation

Minimum resources are allocated to each pool, assuming there is cluster
capacity
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Minimum Allocation Example

= 30GB memory available on the cluster
— First, fill up the Production pool to the 20GB minimum guarantee

— Then distribute the remaining 10GB evenly across Alice and Bob

Total: 30GB
20GB
5GB 5GB
Production Alice Bob
Demand: 100GB Demand: 30GB Demand: 25GB

Memory Min: 20GB

cloudera 120



Minimum Allocation Example 2: Production Pool Empty

® Production has no demand, so no resources are allocated to it

= All resources are allocated evenly between Al1ice and Bob

Total: 30GB
15GB
Production Alice
Demand: 0GB Demand: 30GB

Memory Min: 20GB

cloudera

15GB

Bob

Demand: 25GB
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Minimum Allocation Example 3: Min Memory Exceeds Resources

" Combined minimum memory requirements of Production and Research
exceed capacity

= Resources are assigned proportionally based on defined minimum resources
until available memory is exhausted

" No memory remains for pools without min memory defined (Bob)

Total: 30GB
20GB
10GB
Production Research Bob
Demand: 100GB Demand: 30GB Demand: 25GB

Min Memory: 50GB Min Memory: 25GB
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Pools with Weights

" |nstead of (or in addition to) setting minimum resource requirements, pools
can be assigned a weight

= Pools with higher weight receive more resources during allocation

" Thinking of pools as water glasses, the fair scheduler evens the height of the
water:

— Think of the weight as controlling the “width” of the glass

13-23
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Pools with Weights Example: Pool With Double Weight

" Productionis filled to minimum memory (5GB)
= Remaining 25GB is distributed across pools

= Bob pool receives twice the amount of memory during fair share allocation

Total: 30GB
8GB 8GB 14GB
Production Alice Bob
Demand: 100GB Demand: 30GB Demand: 25GB
Min Memory: 5GB Weight: 2
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Fair Scheduler Preemption (1)

= Recall that pools can use more than their fair share when other pools are not
in need of resources

— This resource sharing is typically a good thing

= There may be occasions when a pool needs its fair share back
— Example: production applications must run within a set time period
— Some pools must operate on an SLA (Service Level Agreement)

— Solution: the preemption feature allows the cluster to be used by less critical
applications while also ensuring important applications are not starved for
too long

" Ifyarn.scheduler.fair.preemptionisenabled:

— the Fair Scheduler kills containers that belong to pools operating over their
fair share beyond a configurable timeout

— Pools operating below fair share receive those reaped resources

= CM default: preemption is not enabled
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Fair Scheduler Preemption (2)

= There are two types of preemption available
— Minimum share preemption
— Fair share preemption
= Preemption avoids killing a container in a pool if it would cause that pool to
begin preempting containers in other pools
— This prevents a potentially endless cycle of pools killing one another’s

containers

= Use fair share preemption conservatively

Set the Min Share Preemption Timeout to the number of seconds a pool is
under fair share before preemption should begin

— Default is infinite
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Options for Configuring the YARN Scheduler

= Two options are available for specifying how YARN applications share
resources

1. Manually configuring the YARN Scheduler
2. Configure Dynamic Resource Pools (recommended)
— Configures the YARN Scheduler for you

cloudera
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Dynamic Resource Pools Overview

= A Dynamic Resource Pool (DRP) specifies a set of resources and a scheduling
policy for “applications” running in the pool

— Applications can be YARN applications or Impala queries

= Useful for dynamically apportioning the percentage of cluster resources
allocated to YARN and Impala

If Static Service Pool (cgroup) settings are in force, the dynamic

apportionment will be within the percentage of resources granted to YARN
or Impala

= Dynamic Resource Pools are the recommended method to configure the Fair
Scheduler

= DRPs can also be used to configure Impala admission control or resource
management for Impala

— Discussed later in the chapter
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Why Configure Dynamic Resource Pools?

= Reasons to create Dynamic Resource Pools
— For calendar-based scheduling purposes

— Create Configuration Sets that can be configured to use different per-
pool CPU and memory settings

— To configure rules that determine in which pool an application will run

— To set limits on how many applications a given user can run at one time
= Dynamic Resource Pools provide a simple method for configuring the Fair

Scheduler

— Allocate resources across pools

— Specify min and max limits and weights
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Dynamic Resource Pool Configuration Settings

= Configure an ordered = Set rules that determine in which pool an application will run

list of calendar-based - Some options include running apps in a pool named after
scheduling rules 4 the submitting user and allowing pool creation at runtime
A

Dynamic Regsource Pool Configuration (ciuster 1)

YARN Impala Admissipn Control

Resource Pools Scheduling Rules Placement Rules User Limits

W v
= Resource Pools page = Set max number of
- Configure default pool settings applications a user can
- Add a new resource pool simultaneously run

- Displays settings for each existing pools

memaory, max running apps, and scheduling
policy

cloudera
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Dynamic Resource Pools—Scheduling Rules

= A Configuration Set defines the allocation of resources across pools that may

be active at a given time

= Define Configuration Sets in the Scheduling Rules tab

= Then when defining a pool, specify different settings for different times

cloudera

Example sets: Weekdays, Weekends

Edit Resource Pool

default

_1 Parent Pool

Configuration Sets Scheduling Policy Preemption Submission Access Control Administration Access Control

Multiple configuration sets allow you to specify different settings based on your schedule.

default
1 | Share of resources relative to other pools.
Weekdays

Weekends

2./ 12

The minimum and the maximum number of virtual cores available to the pool. Values
computed by the weight settings are limited by (or constrained by) the minimum and
maximum values. (optional)

4| GB §|/ 64 | GIB %

The minimum and the maximum amount of aggregate memory available to the pool. Values

computed by the weight settings are limited by (or constrained by) the minimum and

Save Cancel
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Adding a Dynamic Resource Pool (1)

®" From the Clusters > ClusterName > Dynamic Resource Pools > Configuration
tab, click Create Resource Pool

— Give the pool a name
— Set the Scheduling Policy for applications in the pool
— If Fair Scheduler Preemption is enabled, optionally set a timeout for it

Create Resource Pool

Analysts

_| Parent Pool

Configuration Sets ~ Scheduling Policy =~ Preemption  Submission Access Contro Administration Access Control

© DRF: Dominant Resource Fairness. Schedules resources fairly based on both GPU and memory. (Recommended)
") FAIR: Schedules resources fairly based only on memory.

1 FIFO: First in, first out.

Create Cancel
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Adding a Dynamic Resource Pool (2)

" |n the YARN and/or Impala tab(s), options to set the weight, vCores and
memory min/max, and max running apps settings for a configuration set

" The “...Access Control” tabs allow you to specify which users are allowed to

Create Resource Pool

Pool2

_ Parent Pool

Configuration Sets ~ Scheduling Policy ~ Preemption  Submission Access Control Administration Access Control

Multiple configuration sets allow you to specify different settings based on your schedule.

default
1 Share of resources relative to other pools
Weekdays
Weekends
2./ 8

The minimum and the maximum number of virtual cores available to the pool. Values
computed by the weight settings are limited by (or constrained by) the minimum and

maximum values. (optional)

4000 MIB %/ 64000 | MiB %
The minimum and the maximum amount of aggregate memary available to the pool. Values
computed by the weight settings are limited by (or constrained by) the minimum and

maximum values. (optional)

8 Alimit on the number of applications simultanecusly running in a pool

Limit the fraction of the resource pool's fair share that can be used to run
ApplicationMasters. For example, if set to 1.0, then ApplicationMasters in the leaf pool can
take up to 100% of both the memory and CPU fair share. A value of -1.0 disables

monitoring of the ApplicationMaster share. The default value is 0.5.

Cancel

submit apps to the pool and administer the pool

cloudera
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Dynamic Resource Pools—Placement Rules

= In the Dynamic Resource Pools Placement Rules tab, configure rules
determining in which pool an application will run

" yarn.scheduler.fair.user-as-default-queue
— When true (default), the default pool for an application is username

— If false, applications run in the default pool

" yarn.scheduler.fair.allow-undeclared-pools
— If true (default), applications can declare a new pool at submission

— If false, applications specifying unknown pools run in default pool

= Specify a pool in MapReduce using -D mapreduce.job.queuename
— InSpark, use spark.yarn.queue
— InlImpala, use SET REQUEST_POOL=<poolname>
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When Will an Application Run Within a Pool?

= The Fair Scheduler grants resources to a pool, but which application will get
the next resources requested?

— It depends on which of the three Fair Scheduler options was chosen for
prioritizing applications within the pool:
— Single Resource Fairness
— Dominant Resource Fairness
— FIFO

— It can also depend on whether the Fair Scheduler has been configured to
delay assignment of resources when a preferred rack or node is not available

— This behavior is configured using the yarn.scheduler. fair.
locality.threshold.node and yarn.scheduler.
fair.locality.threshold.rack properties
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Dynamic Resource Pools—User Limits

"  When defining a pool you can set “Max Running Apps” for the pool

= There is also the option to limit the number of applications specific users can

run at the same time across pools

cloudera

Define a limit for all users in Default Settings

Define a specific limit for an individual user

Dynamic Resource Pool Configuration (custer 1)

YARN Impala Admission Control

Resource Pools Scheduling Rules Placement Rules User Limits

The maximum number of applications a user can submit simultaneously.

Create User Limit Default Settings

Username Max Running Apps Actions
Bob 3 Edit
Sally 4 Edit

-

-
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Fair Scheduler Settings Deployment

= The Fair Scheduler settings configured are viewable in JSON format in
Cloudera Manager in the Fair Scheduler Allocations property

— Found in YARN > Service-Wide > Advanced

" These settings are deployed by Cloudera Manager toa fair-
scheduler . xml file on the ResourceManager host

— The Fair Scheduler rereads this file every 10 seconds

= ResourceManager restart is not required when the file changes
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Cloudera Manager—Fair Scheduler Related Charts

Cloudera Manager’s YARN Resource Pools page

cloudera Clusters ~ Hosts ~ Diagnostics ¥ Audits Charts * Backup ~  Administration ~ %8 4 Support ~  admin ~

. YARN (M R2 Included) (Cluster 1) | Actions ~ 4 Today, 3:54 PMPST b Wi |~ €

Status Instances Configuration Commands Applications Resource Pools Charts Library  Audits Web Ul ~ Quick Links ~

Status Charts 30m 1h 2h 6h 12h 1d 7d 30d
YARN is using 8 vecores and 12 GIB of memory. Memory {Allocated & Free) VCores (Allocated & Free)
y 8
Resource Pool Usage Configuration s
o o 6
<, ]
Resource Pool Allocated Allocated Allocated Pending 496/ 8 4
Name Memory VGores Gontainers Containers 2|
root 0B 0 0 0 N 03:30 03:45 . 03:30
m Alocated Memory ... 8G = Available Memory 4G m Allocated VCores (C... 8 w=Available VCores 0
default 0B 0 0 0 -
Per Pool Allocations (1/2) Per Pool Allocations (2/2)
pooll 3 GIB 3 3 0 |- Memary s
pool2 2GiB 2 2 1 |- Z asc| g 5
pool3 2GiB 2 2 1 -
poold 1 GiB 1 1 5 v mroot (YARN (MR2 Inc.. 0 = root.default (YARN (.. 0 mroot (YARN (MR2 Inc.. 0 = root.default (YARN (.. O
root.pooll (YARN (... 3G = root.poolZ (YARN (... 2G root.pooll (YARN (M... 3 mroot.pool2 (YARN (M... 2
Per Pool Shares (1/2) Per Pool Shares (2/2)
Fair Share nory Fair Shal es

oot (YARN (MR2 Inc... 0 = root.default (YARN (.. 0 mroot (YARN (MR2 Inc... 0 = root.default (YARN (.. O
root.pooll (YARN (... 3G = root.poolZ (YARN (... 3G root.pooll (YARN (M... 2 mroot.pool2 (YARN (M... 2

Per Pool Steady Shares (1/2) Per Pool Steady Shares (2/2)

Steady Fair Share Memo Steady Fair Sha

o
o

\egabytes

mroot (YARN (MR2 Inc... 0 wmrootdefault(YAR... 2.4G = oot (YARN (MR2 Inc... 0 = root.default (YARN (.. 2
root.pool (YAR. 24G = root.pool2 (YAR.. 246G root.pooll (YARN (M... 2 ssroot.pool2 (YARN (M... 2
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Getting an Overview of Resource Utilization by Host

admin -

" The Resources tab of any prE— S5 e
host shows CPU and Memory

Diagnostics ~ Audits Charts ~ Backup ~  Administration ~
o o
configurations horse -

Status Configuration Processes Resources Gomponents Gommands Charts Library Audits Quick Links ~

[ | Ad d u p memo ry consum pti on of The role instances configured for this host may use the following host resources.
CPU
daemons
& Flume Agent Agent CPU 1.0
_— Does it a pproach Or exceed B8 HDFS Balancer HDFS Balancer, when running 1.0
n HDFS DataNode DataNode CPU 0.5
memory available on the box? s
% Impala Impala Daemon Impala Daemon CPU 1.0
— C I d p I M p p M g 4 Impala Impala StateStore Impala StateStore GPU 10
O u eX a I n Swa I n O r 1 YARN (MR2 Included) NodeManager NodeManager process 05
OO M 13 yARN (MR2 Included) NodeManager NodeManager MR Containers 2.0
% YARN (MR2 Included) ResourceManager ResourceManager CPU 10
. & ZooKeeper Server Server GPU 10
= Add up vcore consumption of vermory

daemons Service Instance Description Bytes

@ Flume Agent Java Heap Size of Agent in Bytes (+ 30% Overhead) 65.0 MiB
— . h d u HDFS Balancer Java Heap Size of Balancer in Bytes (+ 30% Overhead) 1.0 GiB
DOeS It a p p rOaC O r eXCee Q HDFS DataNode Java Heap Size of DataNode in Bytes (+ 30% Overhead) 1.0GiB
ava i I a b | e C P U 0 n th e box? B HoFs DataNode Maximum Memory Used for Gaching 1.0GB
* % Impala Impala Catalog Server Fixed Memory Size of Catalog Server in Bytes 150.0 MiB
. . 4 Impala Impala Catalog Server Java Heap Size of Catalog Server in Bytes (+ 30% Overhead) 5.2 GiB
CO U I d eX p I a I n S I OW J 0 bs 4 Impala Impala Daemon Impala Daeman Memory Limit 256.0 MiB
¢ Impala Impala StateStore Fixed Memory Size of StateStore in Bytes 64.0 MiB
Bl YARN (MR2 Included) NodeManager Java Heap Size of NodeManager in Bytes (+ 30% Overhead) 1.0GiB

" The next few slides show how to
adjust memory and CPU settings
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YARN—Resource Allocation: Worker Node Configuration

yarn.nodemanager.resource.memory-mb
Set in YARN / NodeManager Group / Resource Management

®  Amount of RAM available on this host for YARN-managed tasks

®  Recommendation: the amount of RAM on the host minus the amount needed for
non-YARN-managed work (including memory needed by the DataNode daemon)

®m  Used by the NodeManagers

yarn.nodemanager.resource.cpu-vcores
Set in YARN / NodeManager Group / Resource Management

®  Number of cores available on this host for YARN-managed tasks

®  Recommendation: the number of physical cores on the host minus 1

®m  Used by the NodeManagers
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YARN Scheduler Parameters

yarn.scheduler.minimum-allocation-mb
yarn.scheduler.minimum-allocation-vcores

Set in YARN / ResourceManager Group / Resource Management

®  Minimum amount of memory and cpu cores to allocate for a container
m  Task requests lower than these minimums will be set to these values

® CM Defaults: 1 GB, 1 vcore

®  Memory recommendation: increase up to 4 GB depending on your developers’
requirements

®m  Cores recommendation: keep the 1 vcore default
®  Used by the ResourceManager
yarn.scheduler.increment-allocation-mb

yarn.scheduler.increment-allocation-vcores
Set in YARN / ResourceManager Group / Resource Management

m  Tasks with requests that are not multiples of these increment-allocation values will
be rounded up to the nearest increments

® CM Defaults: 512MB and 1 vcore
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YARN—Resource Allocation: Memory Request for Containers

mapreduce.map.memory.mb and mapreduce.reduce.memory.mb
Set in YARN / Gateway Group / Resource Management

®  Amount of memory to allocate for Map or Reduce tasks
®  CM Default: 1 GB

®m  Recommendation: increase mapreduce.map.memory .mb up to 2 GB, depending
on your developers’ requirements. Also, set mapreduce.reduce.memory.mb to
twice the mapper value.

m  Used by clients and NodeManagers

yarn.app.mapreduce.am.resource.mb
Set in YARN / Gateway Group / Resource Management

®  Amount of memory to allocate for the ApplicationMaster
® CM Default: 1 GB

m  Recommendation: 1 GB, however you can increase it if jobs contain many concurrent
tasks.

®  Used by clients and NodeManagers
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YARN—MapReduce Container Heap Size

yarn.app.mapreduce.am.command-opts
Set in YARN / Gateway Group

® Java options passed to the ApplicationMaster
m By Default Application Master gets 1GB of heap space

®m  Used when MapReduce ApplicationMasters are launched

mapreduce.map.java.opts
mapreduce.reduce.java.opts

Set in YARN / Gateway Group

® Java options passed to Mappers and Reducers
m  Default is =Xmx=200m (200MB of heap space)

m  Recommendation: increase to a value from 1GB to 4GB, depending on the
requirements from your developers

®m  Used when Mappers and Reducers are launched
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YARN—Configure Resource Allocation and Process Size
Properties

= The resource allocation properties do not determine the heap size for the
ApplicationMaster, Mappers, and Reducers

= Be sure to adjust both the Java heap size properties and the resource
allocation properties

= For example, if you specified
— yarn.nodemanager.resource.memory-mb = 8192
— mapreduce.map.memory.mb =4096

— And allowed mapreduce.map.java.opts to default

®= Then the maximum heap size for Mappers would be 200MB

— Because mapreduce.map.java.opts defaults to —Xmx=200m

= Recommendation: set the Java heap size for Mappers and Reducers to 75% of
mapreduce.map.memory.mb and mapreduce.reduce. memory.mb
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Summary of YARN Memory and CPU Default Settings

cloudera

Service
YARN Gateway

YARN Gateway
YARN Gateway
YARN Gateway
YARN Gateway
YARN Gateway
JobHistory Server
NodeManager
NodeManager
NodeManager
ResourceManager
ResourceManager
ResourceManager
ResourceManager

ResourceManager

Setting
ApplicationMaster Memory

ApplicationMaster Java Max Heap Size
Map Task Memory

Map Task Max Heap Size

Reduce Task Memory

Reduce Task Max Heap Size

Java Heap Size

Java Heap Size

Container Memory

Container Virtual CPU Cores

Java Heap Size

Container Memory Min
Container Memory Max
Container Virtual CPU Cores Min
Container Virtual CPU Cores Max

Default
1GB

825MB
1GB
825MB
1GB
825MB
1GB
1GB
8GB

8

1GB
1GB
64GB

1

32
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YARN Tuning Recommendations

®= Inventory the vcores, memory, and disks available on each worker node

= Calculate the resources needed for other processes
— Reserve 4GB to 8GB of memory for the OS
— Reserve resources for any non-Hadoop applications
— Reserve resources for other any Hadoop components
— HDFS caching (if configured), NodeManager, DataNode

— Impalad, HBase RegionServer, Solr, and so on.
= Grant the resources not used by the above to your YARN containers

= Configure the YARN scheduler and application framework settings
— Based on the worker node profile determined above

— Determine the number of containers needed to best support YARN
applications based on the type of workload

— Monitor usage and tune estimated values to find optimal settings

13-48

cloudera



Chapter Topics

p
Managing Resources ]
.
>

®m  Configuring cgroups with Static Service Pools
® The Fair Scheduler

®  Configuring Dynamic Resource Pools

= YARN Memory and CPU Settings

= Impala Query Scheduling

m  Essential Points

®  Hands-On Exercise: Using The Fair Scheduler

cloudera@ Copyright © 2010-2018 Cloudera. All rights reserved. Not to be reproduced or shared without prior written consent from Cloudera. 13-49



Impala Admission Control (1)

= |mpala Admission Control is a feature that provides a simple and robust way
to manage per-pool resource utilization

— Enable this feature if the cluster is underutilized at some times and
overutilized at others
= Imposes resource scheduling on concurrent SQL queries without using the
YARN scheduler

— Limits the max number of concurrent Impala queries and memory used by
those queries in a given pool

— Helpful for avoiding OOM issues on busy clusters

= Also allows you to limit the max number of queued (waiting) queries
— Additional queries queued until earlier ones finish

— As other queries finish queued queries allowed to proceed

13-50

cloudera



Impala Admission Control (2)

= Impala Admission Control is turned off by default

= Options for configuring Admission Control for Impala
— “Enable Dynamic Resource Pools” property for Impala
— The Recommended approach
— If true, you can configure Impala Admission Control using DRPs
— This is the recommended approach
— “Enable Impala Admission Control” property for Impala

— If true, this will make Impala use its own single pool configuration

13-51
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Impala Admission Control (3)

= You can specify different sets of pool names and allocation options for your
Impala and YARN deployments

= Use case
— You are setting up a multi-tenant cluster with cgroups

— You want to allocate a certain portion of the cluster’s resources to Impala
and another portion to MapReduce
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When Impala and MapReduce Coexist on the Cluster

= Recommendations for when Impala and MapReduce coexist on the cluster:
— Set cgroup resource limits between MapReduce/YARN and Impala
— Configure a “Static Service Pool”

— Percentage allocation to each service will depend on how the cluster will
be used

— Configure Admission Control and query queuing

— To manage concurrency and memory usage for Impala

13-53
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Essential Points

= cgroups allow you to partition cluster resources between different Hadoop
frameworks such as MapReduce and Impala

— Configurable by defining Static Service Pools

®= The Fair Scheduler is the default scheduler in CDH 5
— Allow resources to be controlled proportionally
— Ensure that a cluster is used efficiently

— Configurable by defining Dynamic Resource Pools

= The Fair Scheduler is the most commonly-used scheduler
— Efficient when pool utilization varies

— Delayed task assignment leads to better data locality
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Hands-On Exercise: Using The Fair Scheduler

= In this exercise, you will run MapReduce jobs in different pools and observe
how the Fair Scheduler handles the jobs

= Please refer to the Hands-On Exercise manual
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Cluster Maintenance

In this chapter, you will learn:

How to check the status of HDFS
How to copy data between clusters
How to add and remove nodes
How to rebalance the cluster

How to take HDFS snapshots

How to upgrade your cluster

cloudera
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Checking for Corruption in HDFS (1)

= hdfs fsck checks for missing or corrupt data blocks

— Unlike system fsck, does not attempt to repair errors

= Can be configured to list all files

— Also all blocks for each file, all block locations, all racks

= Examples:

$ hdfs fsck /

$ hdfs fsck / -files

S hdfs fsck / -files -blocks

$ hdfs fsck / -files -blocks -locations

$ hdfs fsck / —-files -blocks -locations -racks
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Checking for Corruption in HDFS (2)

" Goodideatorun hdfs fsckregularly

Choose a low-usage time to run the check

" —-move option moves corrupted files to /lost+found

— A corrupted file is one where all replicas of a block are missing

= -de'lete option deletes corrupted files
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Using dfsadmin (1)

" The hdfs dfsadmin command provides a number of administrative
features including:

= List information about HDFS on a per-datanode basis

S hdfs dfsadmin -report

® Re-readthedfs.hosts anddfs.hosts.exclude files

S hdfs dfsadmin -refreshNodes

cloudera



Using dfsadmin (2)

" Manually set the filesystem to “safe mode”
— NameNode starts up in safe mode
— Read-only—no changes can be made to the metadata
— Does not replicate or delete blocks

— Leaves safe mode when the (configured) minimum percentage of blocks
satisfy the minimum replication condition

S hdfs dfsadmin -safemode enter
S hdfs dfsadmin -safemode leave

— Can also block until safe mode is exited
— Useful for shell scripts

— hdfs dfsadmin -safemode wait

14-8
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Using dfsadmin (3)

= Save the NameNode metadata to disk and resets the edit log

— Must be in safe mode

S hdfs dfsadmin -saveNamespace

= Allow an HDFS directory to be snapshotted

S hdfs dfsadmin -allowSnapshot <directory_name>
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Hands-On Exercise: Breaking the Cluster

= In this exercise, you will introduce some problems into the cluster

= Please refer to the Hands-On Exercise Manual for instructions
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Copying Data

= Hadoop clusters can hold massive amounts of data
= A frequent requirement is to back up the cluster for disaster recovery

= Ultimately, this is not a Hadoop problem!

— It’s a “managing huge amounts of data” problem

= Cluster could be backed up to tape or other medium if necessary

— Custom software may be needed
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Copying Data with distcp

= d-istcp copies data within a cluster, or between clusters
— Used to copy large amounts of data

— Turns the copy process into a MapReduce job

= Copies files or entire directories
— Files previously copied will be skipped

— Note that the only check for duplicate files is that the file’s name, size,
and checksum are identical

14-14
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distcp Examples (1)

= Copying data from one cluster to another

S hadoop distcp hdfs://clusterl_nn:8020/path/to/src \
hdfs://cluster2_nn:8020/path/to/dest

= Copying data within the same cluster

S hadoop distcp /path/to/src /path/to/dest
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distcp Examples (2)

= Copying data from one cluster to another when the clusters are running
different versions of Hadoop

— HA HDFS example using HttpFS

S hadoop distcp hdfs://mycluster/path/to/src \
webhdfs://httpfs-svr:14000/path/to/dest

— Non-HA HDFS example using WebHDFS

S hadoop distcp hdfs://clusterl_nn:8020/path/to/src \
webhdfs://cluster2_nn:50070/path/to/dest

14-16
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Copying Data: Best Practices

= |In practice, many organizations do not copy data between clusters

= |Instead, they write their data to two clusters as it is being imported
— This is often more efficient
— Not necessary to run all MapReduce jobs on the backup cluster

— Aslong as the source data is available, all derived data can be
regenerated later

14-17
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Administering Clusters and Hosts

= Add a Cluster

— Cloudera Manager allows you to manage multiple clusters

= Add hosts to a cluster
— Host(s) will be managed by Cloudera Manager
— Use the Add Hosts wizard
— Installs the Cloudera Manager Agent
— Optionally installs Oracle JDK

— Installs CDH and any optional packages or parcels

= After adding a host and installing CDH
— Add roles or services to the host one at a time

— Or apply a Host Template

cloudera



Host Templates

®" Host Templates makes it easier to
configure new hosts

" First create a “Host Template” to
define a set of “Role Groups”

= Then apply the Host Template to a
host or set of hosts

— Example: for hosts with the same
hardware and services

c‘ouaera Clusters + Hosts ~  Diagnostics ~

Host Templates

Cluster 1

Create >

cloudera

Create New Host Template For Cluster 1

ime Standard DataNode

Select Role Groups to Include:
> © Flume
v @ HDFS
Balancer
@ DataNode DataNode Group 1
Failover Controller
Gateway
HupFS
~1 JournalNode
- NameNode
7] NFS Gateway

SecondaryNameNode

» @ Hive
> &) Hue
» Y Impala
» @ Oozie
* % Solr
¥ <1 Spark

> @ Sqoop 1 Client

Cancel
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Adding Hosts to a Cluster

= Verify TLS encryption or authentication for Cloudera Manager Agents on the

cluster is disabled (if not, temporarily disable first)

®  Click Add New Hosts to Cluster

C|°Udera Clusters ¥ Hosts ¥ Diagnostics * Audits Charts ~

A" H OStS Configuration

Backup ~ Administration =

Add New Hosts to Cluster

" Cloudera Manager will install CDH and the Cloudera Manager agent on the

host(s) you identify

= After agent is installed add CDH roles or services, or apply a host template

= Re-enable TLS encryption if it was previously disabled

" Recommended: specify the rack(s) where the added host(s) are located

cloudera
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Adding Hosts: Points to Note

= A NameNode will not “favor” a new node added to the cluster
— It will not prefer to write blocks to the node rather than to other nodes

= This is by design

The assumption is that new data is more likely to be processed than older
data

If all new blocks were written to the new node, this would impact data
locality for applications

— Would also create a “hot spot” when writing new data to the cluster
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Removing Hosts from a Cluster

® Remove hosts from the cluster

From Cloudera Manager’s Hosts page, select the node(s)

Choose the appropriate option from the Actions for Selected menu

Host Decommission—host will no longer be managed by Cloudera
Manager

Remove From Cluster—removes the host from the cluster, but keeps the
host available to Cloudera Manager

All Hosts Configuration ~ Add New Hosts to Cluster
Filters
v STATUS Actions for Selected (1) =
Good Health Assign Rack Roles Lag
Delete
.13.208  » 11 Role(s)
> CLUSTERS Remove From Cluster
% CORES Regenerate Keytab .13.210 > 9 Role(s)

.13.207  » 6 Role(s)
> COMMISSION STATE Hosts Decommission

> LAST HEARTBEAT Hosts Recommission ).13.211  » 9 Role(s)
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Cluster Rebalancing (1)

=" HDFS DataNodes on cluster can become “unbalanced”
— Some nodes have much more data on them than others
— Example: add a new node to the cluster

— Even after adding files to HDFS, new node will have far less data than
others. During application processing, this node will use much more
network bandwidth as it retrieves data from other nodes

= Clusters can be rebalanced using the HDFS Rebalance option

H DFS (Cluster 1) Actions ~

Status Instances Configur Library
Sto

e—— P
Restart

Filters Rolling Restart

ligrate H
v STATUS
Add Role Instances |

None

Good Health Rename

> COMMISSION STATE Enter Maintenance Mode

> MAINTENANCE MODE

> RACK
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Cluster Rebalancing (2)

= Balancer reviews data block placement on nodes and adjusts blocks to ensure
all nodes are within the “Rebalancing Threshold”

— Default: 10%

= “Used space to total capacity” ratio on each DataNode will be brought to
within the threshold of “used space to total capacity” ratio on the cluster

= Balancer does not balance between individual volumes on a single DN

= Balancer bandwidth usage can be controlled
- dfs.datanode.balance.bandwidthPerSec
— Default: 10MB
— Recommendation: approx. 0.1 x network speed
— such as, for a 1Gbps network, 10MB/sec
— Note: balancer bandwidth can also be set for the current session
— suchas,dfsadmin -setBalancerBandwidth 10485760

14-26
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When To Rebalance

= Rebalance immediately after adding new nodes to the cluster
— The Balancer must be manually invoked

— Does not run automatically even if the Rebalance Threshold is exceeded

= Rebalance during non-peak usage times
— Rebalancing does not interfere with any existing applications

— However, it does use bandwidth

14-27
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Hands-On Exercise: Verifying The Cluster’s Self-Healing
Features

= In this exercise, you will verify that the cluster has recovered from the
problems you introduced in the last exercise

=  Please refer to the Hands-On Exercise Manual for instructions
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HDFS Directory Snapshots

= A Snapshot is a read-only copy of an

HDFS directory at a point in time

— Useful for data backup, disaster
recovery

— Also provides an option to
snapshot the entire HDFS
filesystem

= Snapshots appear on the filesystem
as read-only directories

— Data is not copied

— Snapshot notes the list of blocks

= Snapshots can also be deleted

cloudera

‘engineering | finance ‘ marketing | sales
—

§20140331-154625.330

s20140331-161417.664

s20140401-084002.901

inventory

TPS
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Enabling and Taking a Snapshot

= Enable an HDFS directory
for snapshotting in Cloudera
Manager’s HDFS File Browser tab

= Once snapshotting is enabled you
can take a snapshot

cloudera

H DFS (Cluster 1) | Actions =

Status Instances Configuration Commands File Browser Charts Library GCache Statistics  Audits

NameNode Web Ul &

e
Quick Links =
@ /user/training -
/user | training Showing 1to 6
training
Name Mode
I pergroup
@r -sparkStaging dn M Jr———
[ .5taging dr
Last Modified December 15, 2016 4:28 PM
I .Trash drwx======
movie dn
= Quota Management
@ movierating drw. r
W ueblog N Edit Quota
Snapshots
Snapshots are not enabled for this directory.
Enable Snapshots
Snapshots

There are no snapshots of this directory.

@A Take Snapshot

W

Snapshots Show All

December 16, 2016 4:24 PM snapshot1
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Snapshot Policies (1)

= Cloudera Manager allows you to create snapshot policies

— To manage snapshot policies go to Backup > Snapshots

cloudera Clusters * Hosts ¥ Diagnostics + Audits Charts ¥ Backup * Administration ~

Replication Schedules

Snapshot Policies =

No snapshot policies SRSy

= Snapshot policies define:
— HDFS directories to be snapshotted
— Intervals at which snapshots should be taken

— Number of snapshots to keep for each snapshot interval

= Example:

— Create a policy that takes daily and weekly snapshots, and specify that 7
daily snapshots and 4 weekly snapshots should be maintained

14-33
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Snapshot Policies (2)

= Option to configure alerts on snapshot attempts

— For example: send an alert of the snapshot attempt failed

= Managing snapshots

— If the snapshot policy includes a limit on the number of snapshots to keep,
CM deletes older snapshots as needed

— If you edit or delete a snapshot policy

— Files or directories previously included in the policy may leave
“orphaned” snapshots

— These must be deleted manually

= Tip: avoid orphaned snapshots by deleting these snapshots before editing or
deleting the associated snapshot policy

14-34
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Hands-On Exercise: Directory Snapshots

= In this exercise, you will enable and take an HDFS snapshot, then delete and
restore data from the snapshot

= Please refer to the Hands-On Exercise Manual for instructions

cloudera 1
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Upgrading Software: When to Upgrade?

= Software numbering example: CDH 5.9.0

Major version

i i Maintenance
T Minor version

update release

® Cloudera updates CDH regularly
— Major versions: every 12 to 18 months
— Minor versions: every three to four months

— Maintenance releases: when necessary
= We recommend that you upgrade when a new version update is released

= Cloudera supports:

— CDH major versions for at least three years after the initial release (starting
with CDH 4.0)

— CM major and minor versions for one year after GA of follow on release

cloudera e



Upgrading Software: General Notes

= Software upgrade procedure is fully documented on the Cloudera Web site

= Cloudera Manager 5 supports clusters running CDH 4 or CDH 5
— Cloudera Manager minor version must be > CDH minor version
— Example: to upgrade to CDH 5.7.1, CM 5.7.0 or later required
— Parcel and Package installations are supported
— Parcels installed by Cloudera Manager
— Package installation is manual

— Cloudera Manager 5.3 introduced an enhanced CDH upgrade wizard

cloudera e



Maintenance Release Upgrade—General Procedures (1)

= Upgrading to a new maintenance release
— For example, from CDH 5.8.2 to CDH 5.8.3

= Before Upgrading CDH—general procedure:
1. Run the Host Inspector (fix any issues)
Run the Security Inspector (fix any issues)
Run hdfs fsck /and hdfs dfsadmin -report (fix any issues)

Reserve a maintenance window

AR

Enable maintenance mode before starting the upgrade
— Avoids alerts during the upgrade

— Remember to exit maintenance mode when upgrade completed

® Run the Upgrade Cluster wizard

cloudera a0



Maintenance Release Upgrade—General Procedures (2)

= If using Parcels, the wizard automatically completes the necessary steps...
1. Confirms parcel availability

Downloads and distributes parcel to nodes

Shuts down services

Activates new parcel

Upgrades services as necessary

Deploys client configuration files

Restarts services

Runs the Host inspector

W © N ok b

Reports results of the upgrade

= |If using Packages:
— Manually create the needed repository file pointing to the CDH software
— Manually install needed CDH packages (using yum, apt-get, or zypper)

— Run the upgrade wizard in Cloudera Manager

cloudera



Minor Release Upgrade—General Procedures

®= Minor release upgrade
— For example, from CDH 5.8 to CDH 5.9

= Same as for a maintenance release, but with some additional steps:
— After enabling Maintenance mode:
— Stop Cluster Services
— Back up the NameNode’s HDFS metadata
— After running the upgrade wizard:
— If using Packages, remove old CDH version packages
— Finalize the HDFS metadata upgrade (button on Cloudera Manager’s
NameNode page)
= The above provides a general overview of the software upgrade process

— Consult the CDH technical documentation for details for upgrading to a
specific release!
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Rolling Upgrades with Cloudera Manager Enterprise Edition

= CM Enterprise Edition allows you to upgrade
and restart upgraded services, with no
downtime

= Requirements

Cloudera Manager Enterprise Edition
Parcels installation approach
HDFS High Availability

Major version upgrades (such as CDH 4 to
CDH 5) are not supported

= General procedure:

cloudera

Download, distribute, and activate new
parcel

Rolling restart individual services or the
entire cluster

O C E.. Actions ~

Stop

Restart

Rolling Restart

Rename
Enter Maintenance Mode
Rebalance

Deploy Client Configuration
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Essential Points

" You can check the status of HDFS with the hdfs fsck command

— Reports problems but does not repair them

" You can use the distcp command to copy data within a cluster or between
clusters

= Add hosts to or remove hosts from a cluster using Cloudera Manager

— Specify rack when adding hosts

= Rebalance after adding new DataNodes to adjust block placement across
HDFS, so as to ensure better utilization

= Cloudera Manager and the use of parcels help automate many software
upgrade steps
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Cluster Monitoring and Troubleshooting

In this chapter, you will learn:

= What tools Cloudera Manager provides for monitoring

= Recommended items to monitor on a Hadoop cluster

= Some techniques for troubleshooting problems on a Hadoop cluster

= Some common misconfigurations and their resolutions

cloudera =



Monitoring Hadoop Clusters

= Use of a monitoring tool is important to warn you of potential or actual
problems on individual machines in the cluster

" You can integrate cluster monitoring into many existing monitoring tools using
JMX broadcasts and Metrics sinks
— For example, Nagios or Ganglia
— This is a specialized topic. Consult the Cloudera documentation for details

= Cloudera Manager provides comprehensive cluster monitoring with no
additional configuration required

= This chapter first introduces the monitoring features provided by Cloudera
Manager and then provides monitoring recommendations

15-4
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Monitoring with Cloudera Manager

= Cloudera Manager provides features to monitor the health and performance
of clusters, services, hosts, and applications

— Monitor cluster health

— Identify configuration issues

— Track metrics and resource usage with charts and dashboards
— View event logs

— Generate alerts

— View audits

— Generate reports

15-6
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Health Tests

" Cloudera Manager monitors the health of services, roles, and hosts
— Examples:
— Check if NameNode directories have enough disk space

— Verify all DataNodes are connected to a NameNode

= Health checks have threshold settings
— Example: set a threshold for permissible percentage of DataNodes down
— Test can be pass-fail or metric-based
— Health checks are enabled by default with standard thresholds

= Health test indicators in Cloudera Manager
O Good — test result above all thresholds
O Concerning — test result below the ‘warning’ threshold

. Bad — test result below the ‘critical’ threshold

15-7
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Discovering Health Issue Details

" This icon indicates that the service has the indicated number of health

issues

" The Home page has links for All Health Issues

— Links to details of health test results

cloudera Clusters ~ Hosts ~ Diagnostics ~ Audits Charts ~ Backup ~  Administration ~
Home
Status  All Health Issues [TEl Configuration [F25) ~ All Recent Commands
Organiza By Entity | Organize By Haalth Test Also show 1 COnCCrning issue(s)
v Cluster 1
@ HDFS

@ Free Space

@ Under-Replicated Blocks
@ Corrupt Blocks

@ Missing Blocks

@ NameNode Health

@ HOFS Canary

@ tiger
@ Clock Offset

The indicator color will match the worst level discovered

Click the indicator to display the specific health issues

Option to organize view of all issues by Entity or by Health Test

cloudera
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Configuration Issues

" Thisicon - indicates that the specified number of configuration issues were

found for the service

— Click the icon to display details

= The Home page provides a link to the ;All Configuration Issues page

The page shows issue details and links to relevant configuration pages

C|0Udera Clusters ~ Hosts ~ Diagnostics ~ Audits Charts ~ Backup ~ Administration ~  && 4§ ch Support ~  admin -

Status Al Health Issues [TE] Configuration /27 ~  All Recent Commands

Show 4 Suppressed Warning(s)
v Cluster 1

B HDFS: Java Heap Size of NameMode in Bytes
Java Heap Size of NameNode in Bytes is recommended to be at least 1GEB for every million HDFS blocks. Suggested minimum value: 4294967296

@+ Hive: Spark On YARN Setvice

Hive is not configured to use the Spark service. If you submit Hive jobs to the Spark execution engine they will not run correctly. To ensure Hive on Spark jobs run correctly,
configure the Spark On YARN Service property.

@ Hive: Spark Executor Cores
1 is less than the recommended minimum of 4.

g+ HiveServer2 (elephant): Spark Executor Cores
1 is less than the recommended minimum of 4.

= elephant: Memory Overcommit Validation Threshold

Memory on host elephant is overcommitted. The total memory allocation is 8.5 GIB bytes but there are only 7.8 GIB bytes of RAM (1.6 GIB bytes of which are reserved for
the system). Visit the Resources tab on the Host page for allocation details. Reconfigure the roles on the host to lower the overall memory allocation. Note: Java maximum
heap sizes are multiplied by 1.3 to approximate JVM overhead.

Home Today, 4:42 PM PST

Copyright © 2010-2018 Cloudera. All rights reserved. Not to be reproduced or shared without prior written consent from Cloudera.
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Time Range Selector

cloudera

Time Marker

Toggle timeline
view on/off

Clusters * Hosts ¥ Diagnostics ¥ Audits Charts ~ Backup * Administration ~ gk 4§ _ Support ¥ adniin ~

@ Hive{cmm 1)

| «Dec10,11:32PMPST » W I} <

Fri 25 Nov 27

Friog | Dec 11 Tue 13

I%I ’

-
%I

= Configure a page to show information for a
specific time period

Click on the Time
Selector to reveal
the calendar J

Zoom in or out

= The Time Marker allows you to select a s e oe e e

specific point in time . .m ' o

— For example on a service’s “Status” page f _
= Select a time range with the Range Selector -

Minu _fJO.j nute -
— Available in many pages
Canel
Copyright © 2010-2018 Cloudera. All rights reserved. Not to be reproduced or shared without prior written consent from Cloudera. 15-10
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Monitoring Terminology

= Metric: a property that can be measured

— Cloudera Manager monitors performance metrics for services and role
instances running on clusters

— Examples: RAM utilization, total HDFS storage capacity

= Entity: a Cloudera Manager component with metrics associated with it

— Examples: a service, arole, a host

= Charts: display metrics for entities
— Metrics aggregated and accessible through charts

— Custom charts can be created

= Dashboard: a set of charts

— Custom dashboards can be configured and managed

15-11
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Pre-Built Charts

= “Status” pages in Cloudera Manager already include dashboards with some
charts

— You may optionally add charts on any of these pages

= Cloudera Manager ships with an extensive library of pre-built charts

— Example: browse to HDFS > Charts Library

cloudera ¥ s Hosts ~ Diagnostics ~ Audits Charts ~ Backup ~  Administration ~

Support ~+  admin ~

H DFS (Cluster 1) Actions ~

4 Today, 4:54 PM PST [ ¢

Status Instances Configuration /3] Commands File Browser Charts Library Cache Statistics Audits NameNode Web Ul2  Quick Links =

HDFS Capacity Total Bytes Read Across DataNodes
Status Page Charts
This chart shows the HDFS capacity metrics

N for the service. It shows the HDFS disk

30m 1h 2h 6h 12h 1d 7d 30d

The sum of the Bytes Read metric

g3 1 | computed across all this entity's descendant
Blocks and Files , e usage and non-HDFS disk usage, and a line | DataMode entities.
- 46.66 for the maximum cenfigured capacity. 3 !
DataNodes ' : E - i 2
i H H ]
0 ) i
Events v _

= Configured Cap.. 114G =HDFS Used 3.4G
Non-HDFS Used 43.7G

= HOFS, Total Bytes Read Across DataModes 1.5K/s
Total Bytes Written Across DataNodes Total Blocks Read Across DataNodes

The sum of the Bytes Written metric The sum of the Blocks Read metric
computed across all this entity's descendant z computed across all this entity's descendant
Datalode entities E: 4 Datalode entities

S.1M/s

.

= HODFS, Total Bytes Written Across DataNodes 3.1K/s = HDFS, Total Blocks Read Across DataNodes 0.05

Total Blocks Written Across DataNodes Total Transceivers Across DataNodes

The sum of the Blocks Written metric
computed across all this entity's descendant
DataNode entities

The sum of the Transceivers metric
computed across all this entity's descendant
DataMode entities

= HDFS, Total Blocks Witten Across DataNodes 0.09 = HDFE, Total Transceivers Across DataNodes 10.7

cloudera® Copyright © 2010-2018 Cloudera. All rights reserved. Not to be reproduced or shared without prior written consent from Cloudera. 15-12



Custom Charts

®= Create custom charts to add to dashboards
= Custom charts are created with the tsquery language

= tsquery syntax
— SELECT [metric expression] WHERE [predicate]

= Example

— SELECT bytes_read_rate, bytes_written_rate WHERE
roleType=DATANODE AND serviceName=HDFS

cloudera Clusters ~ Hosts ~ Diagnostics ~ Audits Charts ~ Backup =~ Administration - & L n Support ~  admin
Chart Builder (Tocay, 4:56 PMPST b i |~ ¢
SELECT bytes_read_rate, bytes_written_rate WHERE roleType=DATANODE AND serviceName=HDFS Save
Chart Type Stack Area Bar Scatter Heatmap Histogram Table 30m 1h 2h B8h 12h 1d 7d 30d Show Additional Opticns
Facets All Combined (1) All Separate (8) entityDisplayName | hostname (4) metricExpression (2) roleConfigGroup (2) Mora v
Title Ei chart title Dimension 350 sigh 200 Resize Proporticnally
Linear 3 Y Range r r Max Max | Expand range to fit all values
elephant (1/4) horse (2/4) monkey (3/4) tiger (4/4)
' i § -
4.BM/s | 4.BM/s ) 4.8M/'s } 4.BM/s .
; | i
# a
= Bytes Read 263b/s = Bytes Written 886b/s = Bytes Read 226b/s = Bytes Written 556b/s mBytes Read 820b/s = Bytes Written 883b/s =Bytes Read 216b/s = Bytes Written 814b/s
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Chart Options

®" Hover over a chart to see options

— Click on the «" icon to expand the chart viewing area and details
Click on the #* icon for more options
— Remove from the current page or add the chart to a dashboard
— Export chart data in CSV or JSON format
— Edit the chart (in Chart Builder)

- Create a trigger & Open in Chart Builder

+ Add to Dashboard

® Export JSON

@ Export CSV
Cluster Disk 10 & Create Trigger
Query select stats(read_byles_rate_across_disks, total), “ 12 hours pfﬂCUChﬂg March 31 201 5| 2:34 PM PDT
stats(write_bytes_rate_across_dicks, total) where categeny -
oL “;;:Fn ' ' 30m  ih 2n &h 12h id 7d  3od W Remove

Legend Details Distribution (
v Cluster 1, Total Disk Bytes Read View & 35K/
Across Disks

v Cluster 1, Total Disk Bytes Written View & 194K/s

Across Disks Cluster Disk 10 -
« W Cluster 2, Total Disk Bytes Read View & 3.4b/s
v

Across Disks
B Cluster 2, Total Disk Bytes Written Vigw & 56.4K/s
Across Disks

L A R
o

W Cluster 1, Total... 3.5K/s = Cluster 1, Tot... 194K/s

= Cluster 2, Tot... 34.4b/s == Cluster 2, Tot... 56.4K/s

cloudera e



Dashboards (1)

= PDashboards are sets of charts

= Many dashboards already exist

— For example, on each service’s Status page

~ Click on the & ~ icon to manage an existing dashboard

— Options to add or remove charts, change layout

cloudera

Clusters ~ Hosts » Diagnostics ~  Audits

Actions ~

Flume (custer 1 )

Health Tests Create Trigger

Agent Health

Healthy Agent: 2. Goncerning Agent: 0. Total Agent: 2. Percent healthy: 100.00%.
Percent healthy or concerning: 100.00%.

Status Summary

Agent 1 Good Health @ 1 Stopped

Hosts 2 Good Health

Health History

> 4:46 PM Agent Health Good Show

Charts ~

Status Instances Configuration Commands Metric Details Charts Library  Audits

% (/) Dec 15 4:26:51 PM

> 0 Dec 15 4:26:16 PM

Agent Health Disabled

Agent Health Good

Show

Show

Backup ~  Administration ~

Quick Links =

Charts

Health @

100

2 50

mbad health 0 wconcerning health 0
mdisabled health 0 = good health 100

Alerts Across Agents &)

=Flume, Alerts Across Agents

Important Events and Ale

malerts 0 = Critical Ever

Critical Events Across Ag

1

Support ~

4{ Today, 5:16 PM PST f [~

30m 1h 2h 6h 12h 1d 7d 30d | &~

Default
custom
Reset Content

Reposition charts to fit to window +
Preserve chart positions
Reset Layout

Add From Chart Builder

admin ~

=Flume, Critical Events Across Agents 0

cloudera
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Dashboards (2)

" Create a “Custom Dashboard” in the Charts area
— Choose Add to Dashboard > New Dashboard

= Add existing or custom charts to a dashboard

— Example: browse a service’s Charts Library, select a chart and add it to the

dashboard

cloudera Clusters v Hosts » Diagnostics v Audits  Charis v  Backup

Flumem. ister 1) | Actions =

Status Instances GConfiguration Commands Metric Details Charts Library  Audits

Health Tests
Agent Health

Healthy Agent: 2. Concerning Agent: 0. Total Agent: 2. Percent healthy: 100.00%.
Percent healthy or conceming: 100.00%

Status Summary

Agent 1 Good Health @ 1 Stopped

Quick Links =

Create Trigger Charts

Critical Events Across Agents ©

~  Administration ~

| @ Open in Ghart Builder

g R B Add to Dashboard

NW @ Export JSON

P

@ Export G5V

mFlume, Critical Even

Save Chart

Critical Events Across Agents

© Add chart 1o an existing custom or system dashboard

+ Select a Dashboard
Custom Dashboards

Dashboard Nar

Add chart 1o a new cust
System Dashboards

CDHS Flume Agent Status Page
CDH5 Flume Status Page
CDHS HDFS DataNode Status Page

= Manage your user-defined dashboards in Charts > Manage Dashboards

cloudera
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Events

" An “event” is a record of something of interest that occurred

— Default settings enable the capture of many events

= Any of the following can be captured as events:
— Jobs that fail or run slowly
— Actions taken in Cloudera Manager such as starting a role
— Health test results

— Log messages from HDFS, HBase, or MapReduce

"= How to view events

cloudera

Events

— Go to Diagnostics > Events

Severity ¥ | CRITICAL

— Set atime frame
— Add filters (optional)
— Click Search

December 16, 2016 5:22 PM IMPORTANT

Service: Cloudera Management Service Role: Service Meniter (lion)

December 16, 2016 5:22 PM IMPORTANT

Service: ZooKeeper

caught end of stream exception
Role: Server (elephant) Hosts: elephant

December 16, 2016 5:22 PM IMPORTANT Failed to find (scope=""

got exception trying to get groups for user hue: it

Category: LOG_MESSAGE

="/default").

Service: HDFS. Role: NameNode (elephant) Hosts: elephant

= Events can be used for alerting

Category: LOG_MESSAGE

Category: LOG_MESSAGE

4 Today, 5:22 PM PST <

30m 1h 2h 6h 12h 1d 7d 30d

View &
¥ Expand
View &
¥ Expand
View
9 Expand

cloudera
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Alerts

= Manage alerts in Cloudera Manager under Administration > Alerts

— Some alerts are enabled by default

= Alerts can be configured for any of the following conditions:
— Activity running too slowly
— A configuration was changed
— Health condition thresholds not met on a role or host

— Log messages that match a condition you define

= Configure alert delivery
— Send alerts as emails to addresses you specify
— Specify email server during CM installation
— Also configurable in Cloudera Management Service’s Configuration

— Alerts can also be sent as SNMP traps

cloudera e



Where to Configure Alerting

Administration > Alerts page

Properties in each service’s
configuration tab

— Enable Health Alerts

— Enable Configuration Change

Alerts

ters v Hosts ~  Diagnostics ~  Audits

Alerts

Reclplent(s): Edit root@localhost Send Test Alert @
Alert On Transitions Out of Alerting Health: No
Health Alert Threshold: Bad

AlertType | Health Alert Settings
Health 3 | Hosts (Edi)
Hosts Alerts Enabled For None
flume Alerts Disabled For: Al hosts
hdfs flume (Edit)
hive Alerts Enabled For Agent health
Service health

hue

Alerts Disabled For None
impaia

hafs (Edit)
mgmt

Alerts Enabled For Failover Controller health
oozie HitpFS health
JournalNode health
NFS Gateway health
NameNode health
SecondaryNameNode health
sqoop_client Service health

solr

spark_on_yarn

yam Alerts Disabled For DataNode health

Hive (cuser 1)

Filters

¥ SCOPE

Hive (Service-Wide)
Gateway

Hive Metastore Server
HiveServer2
WebHCat Server

¥ CATEGORY

Actions ~

Status Instances Configuration [785] Commands Charts Library

alert

Enable Configuration
Change Alerts
Edit Indivicual Values

Enable Service Level
Health Alerts

Audits HiveServer2 Web Ul Quick Links ~

Switch to the classic layout

Hive (Service-Wide) Show fewer [J
Gateway Default Group

Hive Metastore Server Default Group

HiveServer2 Default Group

WebHCat Server Default Group

Hive (Service-Wide)

Role Groups

Today, 5:20 PM PST

History and Rollback

Show All Descriptions

e

Hive (custer 1) | Actions -

Status  Instances  Configuration 73

Commands Charts Library  Audits HiveServer2 Web Ul 2 Quick Links

Switch to the classic layout Role Groups

Filters
enable health alert role
v SCOPE

Enable Health Alerts  Hjye Metastore Server Default Group ...and 2 others
for this Role

Edit Individual Values
Hive Metastore Server

HiveServer2

‘WebHCat Server Display| 25 % PerPage

Today, 5:26 PM PST

History and Rollback

Show All Descriptions

e

cloudera
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Audits

=  Audit events show actions that occurred on a host or for a service or role

®= In the Audits tab of Cloudera Manager
— Set atime frame
— Apply one or more filters (optional)
— Click Search and view the audit event log results

— Results also downloadable

cloudera Clusters ~ Hosts ~ Diagnostics ~ Audits Charts ~ Backup ~ Administration ~ g &8 - Support ~  admin ~

Audits

Service s = ¥ HDFS

User defined
filters

Command ¥y = 3| RESTART

Download CSV

December 15, 2016 4:33 PM RESTART Succeeded command Restart on service hdfs
Service: hdis

December 15, 2016 4:32 PM RESTART Started command Restart on service hdfs
User: admin Service: hdfs

 Today, 5:33 PM PST

30m 1h 2h 6h

12h 1d 7d 30d

cloudera
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Reports

| Reports are a feature of Clouderga |Curent Disk Usage By User e cu o) T 0 vas at o n D 16,2016 43749 P
Enterprise e e
= o o —
= Access reports from the Clusters '
menu in Cloudera Manager
A

= Reports are available for disk
usage, YARN applications, Impala
queries, and HBase tables and
namespaces

cloudera

Reports (cuser

Disk Usage ( g HDFS)

— Download reports or view them
in Cloudera Manager <o .

— Reports are per-cluster

User Access ( @ HDFS)

" You can also generate HDFS
custom reports

Title Download

Directory Access By Group

Applications (MR2 jobs included) ( = YARN (MR2 Included) )

15-21
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Hands-On Exercise: Configuring Email Alerts

= In this exercise, you will configure Cloudera Manager to use an email server to
send alerts.

— Please refer to the Hands-On Exercise Manual for instructions
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Items to Monitor (1)

= Monitor the Hadoop daemons
— See status of daemons in service pages of Cloudera Manager
— Recommendation: send an alert if a daemon goes down

— CM default will alert for some but not all daemons down

= Monitor CPU usage on master nodes

— Browse to Host page of each master node for Host CPU Usage, Roles CPU
Usage, and Load Average charts

— Recommendation: Track excessive CPU usage and load averages for
performance and utilization purposes

— Worker nodes will often reach 100% usage

— This is not a problem

Load Average

.
]
1

| NI Sy ¢ &

Load Average (15m) 0 w==Load Average (1m) 0
wm | oad Average (om) O
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Items to Monitor (2)

= Monitor disks and disk partitions
— Hosts page Charts Library tab
— Also, from a Cluster page, choose
Configuration > Disk Space Thresholds
= Recommendations:

— Alert immediately if a disk fails

cloudera

elephant  actions -

ssssssssssssssss

Filesystems.

~~~~~~

— Controlled by “DataNode Volume Failures Thresholds” property (CM

Default: any disk failure is “critical”)

— Enable health test alerts for the DataNode role (CM default: disabled)

— Send a warning when a master node disk reaches 80% capacity and a critical

alert when a disk reaches 90% capacity

— Controlled by “DataNode Free Space Monitoring Thresholds” property

cloudera
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Items to Monitor (3)

= Monitor swap on all nodes
— Monitored by “Host Memory Swapping Thresholds” property
— Alert if the swap partition starts to be used

— Memory allocation is overcommitted
= Monitor network transfer speeds

= Monitor HDFS health
— HA configuration
— Check the size of the edit logs on the JournalNodes
— Monitor for failovers
— Non-HA configuration

— Check the age of the fsimage file and/or check the size of the
edits file
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Log File Growth (1)

= HDFS and YARN/MRv2 daemon logs

HDFS and YARN/MRv2 daemons log use Log4j’s Rolling File Appender, so logs
are rotated

Configure appropriate size and retention policies in Cloudera Manager

= YARN Application logs

cloudera

Caution: inexperienced developers will often create large container logs
from their applications

Large task logs impact disk usage

— The log files are originally written to local disk—not HDFS—on the worker
nodes

—  With log file aggregation, task logs get moved to HDFS
— Without log file aggregation, task logs stay on local disk
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Log File Growth (2)

= Ensure you have enough room for YARN application container logs

= Monitor local disk and HDFS to ensure that developers are not logging
excessively

C|USter ‘1 (CDH 5.9.0, Parcels ) = Actions ~ i .
View and configure all log
Status Configuration

//health thresholds settings
Database Settings
Statug I Disk Space Thresholds

i€ Local Data Directories and Files . .
P e | Dlsco.ver all log directory
8 Navigator Settings - |0catl ons

= Configure properties to control task log growth
— yarn.nodemanager.log-retain-seconds
— Retention of local log files when log aggregation is not enabled
— CM Default: three hours
— yarn.log-aggregation.retain-seconds
— Retention of log files on HDFS when log aggregation is enabled

— CM Default: seven days
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Troubleshooting: The Challenges

= An overt symptom is a poor predictor of the root cause of a failure
® Errors show up far from the cause of the problem
= Clusters have a lot of components

= Example:

Symptom: A Hadoop job that previously was able to run now fails to run

Cause: Disk space on many nodes has filled up, so intermediate data cannot
be copied to Reducers

cloudera o



Common Sources of Problems

= Misconfiguration
= Hardware failure

= Resource exhaustion
— Not enough disks
— Not enough RAM

— Not enough network bandwidth

= Inability to reach hosts on the network
— Naming issues
— Network hardware issues

— Network delays
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Gathering Information About Problems

= Are there any issues in the environment?

= What about dependent components?

— YARN applications depend on the ResourceManager, which depends on the
underlying OS

= |s there any predictability to the failures?
— All from the same application?

— All from the same NodeManager?

= |s this a resource problem?

— Have you received an alert from Cloudera Manager?
®" What do the logs say?

= What does the CDH documentation/the Cloudera Knowledge Base/your
favorite Web search engine say about the problem?
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General Rule: Start Broad, Then Narrow the Scope

Error in the job
Cluster-wide misconfiguration
Problem in the stack

Resource

Task failing
Manager Log [ ™

on all nodes?

Yes

Task failing
on the same
node?

Node misconfiguration
Node resource exhausted
Problem in the stack

NodeManager
-
Log

AppMaster,
Mapper, or
Reducer

Log!
Run strace

\_./‘//_.
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Avoiding Problems to Begin With

= Misconfiguration
— Start with recommended configuration values
— Don’t rely on Hadoop’s defaults!
— Understand the precedence of overrides
— Control your clients’ ability to make configuration changes
— Test changes before putting them into production
— Look for changes when deploying new releases of Hadoop

— Automate management of the configuration

= Hardware failure and exhaustion
— Monitor your systems

— Benchmark systems to understand their impact on your cluster

® Hostname resolution

— Test forward and reverse DNS lookups
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Common Misconfigurations: Introduction

=  35% of Cloudera support tickets are due to misconfigurations

= |In this section, we will explore some of the most common Hadoop
misconfigurations and suggested solutions

= Note that these are just some of the issues you could run in to on a cluster

= Also note that these are possible causes and resolutions

— The problems could be caused by many other issues
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Map/Reduce Task Out Of Memory Error (1)

at
at
at
at
at
at
at
at
at
at
at
at
at

2015-03-11 18:51:13,810 FATAL [main] org.apache.hadoop.mapred.YarnChild:

Error running child : java.lang.OutOfMemoryError: Java heap space

java.util.Arrays.copyOf(Arrays.java:2271)

java.io.ByteArrayOutputStream.grow(ByteArrayOutputStream.java:113)
java.io.ByteArrayOutputStream.ensureCapacity(ByteArrayOutputStream.java:93)
java.io.ByteArrayOutputStream.write(ByteArrayOutputStream.java:140)

java.io.OutputStream.write(OutputStream.java:75)

HOTMapper.setup (HOTMapper.java:48)

org.apache
org.apache
org.apache

org.apache

.hadoop.mapreduce.Mapper.run(Mapper.java:142)
.hadoop.mapred.MapTask.runNewMapper (MapTask.java:764)
.hadoop.mapred.MapTask.run(MapTask.java:340)
.hadoop.mapred.YarnChild$2.run(YarnChild.java:165)

java.security.AccessController.doPrivileged(Native Method)

javax.security.auth.Subject.doAs(Subject.java:415)

org.apache.hadoop.security.UserGroupInformation.doAs(UserGroupInformation.java:1548)

at org.apache.hadoop.mapred.YarnChild.main(YarnChild.java:160)

cloudera
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Map/Reduce Task Out Of Memory Error (2)

= Symptom

— A task fails to run

= Possible causes
— Poorly coded Mapper or Reducer
— Map or Reduce task has run out of memory

— There is a memory leak in the code

"= Possible resolution

~ Increase size of RAM allocated in mapreduce.map.java.opts and/or
mapreduce.reduce.java.opts

— Ensure mapreduce.task.io.sort.mb is smaller than RAM allocated in
mapreduce.map.java.opts

— Require the developer to recode a poorly-written Mapper or Reducer
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Not Able To Place Enough Replicas

WARN org.apache.hadoop.hdfs.server.namenode.FSNamesystem:
Not able to place enough replicas

= Symptom

— Inadequate replication or application failure

= Possible causes
— DataNodes do not have enough transfer threads

— Fewer DataNodes available than the replication factor of the blocks

" Possible resolutions
— Increase dfs.datanode.max.transfer.threads

— Check replication factor
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Where Did My File Go?

S hdfs dfs -rm -r data
S hdfs dfs -1s /user/training/.Trash

= Symptom
— User cannot recover an accidentally deleted file from the trash
= Possible causes

— Trash is not enabled

— Trash interval is set too low

= Possible resolution

— Set fs.trash.interval to a higher value
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Essential Points

= Be sure to monitor your Hadoop cluster

— Hadoop daemons, disk usage, CPU usage, swap, network usage, and HDFS
health

= Cloudera Manager provides Hadoop cluster monitoring

= Troubleshooting Hadoop problems is a challenge, because symptoms do not
always point to the source of problems

= Follow best practices for configuration management, benchmarking, and
monitoring and you will avoid many problems
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Troubleshooting Challenge: Heap of Trouble

= In this troubleshooting challenge, you will recreate a problem scenario,
diagnose the problem, and, if you have time, fix the problem

= Your instructor will provide direction as you go through the troubleshooting
process

= Please refer to the Hands-On Exercise Manual for instructions
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Course Objectives (1)

During this course, you have learned

The functions of the core technologies of Hadoop

How Cloudera Manager simplifies Hadoop installation and administration
How to deploy a Hadoop cluster using Cloudera Manager

How to run YARN applications, including MapReduce and Spark

How to populate HDFS from external sources using Sqoop and Flume

How to plan your Hadoop cluster hardware and software

cloudera
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Course Objectives (2)

= What issues to consider when installing Hive and Impala

®" What issues to consider when deploying Hadoop clients

= How to configure HDFS for high availability

= What issues to consider when implementing Hadoop security
= How to configure resource scheduling on the cluster

®" How to maintain your cluster

= How to monitor, troubleshoot, and optimize the cluster
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Class Evaluation

= Please take a few minutes to complete the class evaluation

— Your instructor will show you how to access the online form
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Which Course to Take Next?

Cloudera offers a range of training courses for you and your team

" For developers
— Developer Training for Spark and Hadoop
— Cloudera Search Training

— Cloudera Training for Apache HBase

" For data analysts and data scientists
— Cloudera Data Analyst Training

— Data Science at Scale using Spark and Hadoop

= For architects, managers, ClOs, and CTOs

— Cloudera Essentials for Apache Hadoop
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Thank You!

= Thank you for attending this course

= If you have any further questions or comments, please feel free to contact us

— Full contact details are on our Web site at
http://www.cloudera.com/
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